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Preface

This preface lists the supported products, specifies the intended audience,
explains the typographic conventions used in this guide, and describes legal
notices.

Supported Products

This user’s guide describes the following Marvell products:

QL41112HFCU-DE 10Gb Converged Network Adapter, full-height bracket
QL41112HLCU-DE 10Gb Converged Network Adapter, low-profile bracket
QL41132HFRJ-DE 10Gb NIC Adapter, full-height bracket
QL41132HLRJ-DE 10Gb NIC Adapter, low-profile bracket
QL41132HQCU-DE 10Gb NIC Adapter

QL41132HQRJ-DE 10Gb NIC Adapter

QL41154HQRJ-DE 10Gb Converged Network Adapter
QL41154HQCU-DE 10Gb Converged Network Adapter
QL41162HFRJ-DE 10Gb Converged Network Adapter, full-height bracket
QL41162HLRJ-DE 10Gb Converged Network Adapter, low-profile bracket
QL41162HMRJ-DE 10Gb Converged Network Adapter
QL41164HMCU-DE 10Gb Converged Network Adapter
QL41164HMRJ-DE 10Gb Converged Network Adapter
QL41164HFRJ-DE 10Gb Converged Network Adapter, full-height bracket
QL41164HLRJ-DE 10Gb Converged Network Adapter, low-profile bracket
QL41164HFCU-DE 10Gb Converged Network Adapter, full-height bracket
QL41232HFCU-DE 10/25Gb NIC Adapter, full-height bracket
QL41232HLCU-DE 10/25Gb NIC Adapter, low-profile bracket
QL41232HMKR-DE 10/25Gb NIC Adapter

QL41232HQCU-DE 10/25Gb NIC Adapter
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Preface
Intended Audience

QL41262HFCU-DE 10/25Gb Converged Network Adapter, full-height
bracket

QL41262HLCU-DE 10/25Gb Converged Network Adapter, low-profile
bracket

QL41262HMCU-DE 10/25Gb Converged Network
QL41262HMKR-DE 10/25Gb Converged Network Adapter
QL41264HMCU-DE 10/25Gb Converged Network Adapter

Intended Audience

This guide is intended for system administrators and other technical staff
members responsible for configuring and managing adapters installed on Dell®
PowerEdge® servers in Windows®, Linux®, or VMware® environments.

What Is in This Guide

Following this preface, the remainder of this guide is organized into the following
chapters and appendices:

Chapter 1 Product Overview provides a product functional description, a list
of features, and the adapter specifications.

Chapter 2 Hardware Installation describes how to install the adapter,
including the list of system requirements and a preinstallation checklist.

Chapter 3 Driver Installation describes the installation of the adapter drivers
on Windows, Linux, and VMware.

Chapter 4 Upgrading the Firmware describes how to use the Dell Update
Package (DUP) to upgrade the adapter firmware.

Chapter 5 Adapter Preboot Configuration describes the preboot adapter
configuration tasks using the Human Infrastructure Interface (Hll)
application.

Chapter 6 Boot from SAN Configuration covers boot from SAN configuration
for both iISCSI and FCoE.

Chapter 7 RoCE Configuration describes how to configure the adapter, the
Ethernet switch, and the host to use RDMA over converged Ethernet
(RoCE).

Chapter 8 iWARP Configuration provides procedures for configuring Internet
wide area RDMA protocol (iWARP) on Windows, Linux, and VMware
ESXi 6.7/7.0 systems.

Chapter 9 iSER Configuration describes how to configure iSCSI Extensions
for RDMA (iSER) for Linux RHEL, SLES, Ubuntu, and ESXi 6.7/7.0.
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Preface

Documentation Conventions

B Chapter 10 iSCSI Configuration describes iSCSI boot and iSCSI offload for
Windows and Linux.

Chapter 11 FCoE Configuration covers configuring Linux FCoE offload.

Chapter 12 SR-IOV Configuration provides procedures for configuring single
root input/output virtualization (SR-IOV) on Windows, Linux, and VMware
systems.

B Chapter 13 NVMe-oF Configuration with RDMA demonstrates how to
configure NVMe-oF on a simple network for 41000 Series Adapters.

B Chapter 14 VXLAN Configuration describes how to configure VXLAN for
Linux, VMware, and Windows Server 2016.

B Chapter 15 Windows Server 2016 describes features common to both
Windows Server 2016 and Windows Server 2019/Azure Stack HCI.

[ | Chapter 16 Windows Server 2019/ Azure Stack HCI describes the Windows
Server 2019/Azure Stack HCI features.

u Chapter 17 Troubleshooting describes a variety of troubleshooting methods
and resources.

Appendix A Adapter LEDS lists the adapter LEDs and their significance.

Appendix B Cables and Optical Modules lists the cables, optical modules,
and switches that the 41000 Series Adapters support.

B Appendix C Dell Z9100 Switch Configuration describes how to configure the
Dell Z9100 switch port for 25Gbps.

B Appendix D VMware ESXi Enhanced Networking Stack Support describes
how to use the 41000 Series Adapter as a virtual NIC (vNIC) in a VMware
hypervisor environment to support an NSX-Transformer (NSX-T) managed
Virtual Distribution Switch (N-VDS).

B Appendix E Feature Constraints provides information about feature
constraints implemented in the current release.

B Appendix F Revision History describes the changes made in this revision of
the guide.

At the end of this guide is a glossary of terms.

Documentation Conventions

This guide uses the following documentation conventions:
[ | NOTE provides additional information.

| CAUTION  ithout an alert symbol indicates the presence of a hazard
that could cause damage to equipment or loss of data.
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Documentation Conventions

u A\ CAUTION with an alert symbol indicates the presence of a hazard that
could cause minor or moderate injury.

u A\ WARNING indicates the presence of a hazard that could cause serious
injury or death.

B Textin blue font indicates a hyperlink (jump) to a figure, table, or section in
this guide, and links to Web sites are shown in underlined blue. For
example:

Q Table 9-2 lists problems related to the user interface and remote agent.
O See “Installation Checklist” on page 6.

a For more information, visit www.marvell.com.

[ | Text in bold font indicates user interface elements such as a menu items,
buttons, check boxes, or column headings. For example:

U Click the Start button, point to Programs, point to Accessories, and
then click Command Prompt.

U0 Under Notification Options, select the Warning Alarms check box.
[ | Textin courier fontindicates a file name, directory path, or command line
text. For example:

U To return to the root directory from anywhere in the file structure:
Type cd/ root and press ENTER.

O Issue the following command: sh ./install.bin.

B Key names and key strokes are indicated with UPPERCASE:
O  Press CTRL+P.
O  Press the UP ARROW key.
B Textin jtalics indicates terms, emphasis, variables, or document titles. For
example:
O What are shortcut keys?
O To enter the date type mm/dd/yyyy (where mm is the month, dd is the
day, and yyyy is the year).

| Topic titles between quotation marks identify related topics either within this
manual or in the online help, which is also referred to as the help system
throughout this document.

Doc. No. AH0054602-00 Rev. X
January 29, 2021 Page xxii Copyright © 2021 Marvell



Preface
Documentation Conventions

u Command line interface (CLI) command syntax conventions include the
following:

U Plain text indicates items that you must type as shown. For example:
| gaucli -pr nic -ei

0 < > (angle brackets) indicate a variable whose value you must
specify. For example:

| <serial number>

NOTE

For CLI commands only, variable names are always indicated
using angle brackets instead of italics.

a [ 1 (square brackets) indicate an optional parameter. For example:
[ | [<file name>] means specify a file name, or omit it to select
the default file name.
a | (vertical bar) indicates mutually exclusive options; select one option
only. For example:
| on|off
[ 112134

a ... (ellipsis) indicates that the preceding item may be repeated. For
example:
B x... means one or more instances of x.
u [x...] means zero or more instances of x.

a : (vertical ellipsis) within command example output indicate where

portions of repetitious output data have been intentionally omitted.

d () (parentheses) and { } (braces) are used to avoid logical
ambiguity. For example:

u alb c is ambiguous
{(alb) c} means a or b, followed by c
{al (b c)} means either a, or b c
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Legal Notices

Legal notices covered in this section include laser safety (FDA notice), agency
certification, and product safety compliance.

Laser Safety—FDA Notice

This product complies with DHHS Rules 21CFR Chapter |, Subchapter J. This
product has been designed and manufactured according to IEC60825-1 on the
safety label of laser product.

CLASS | LASER

Class 1 Caution—Class 1 laser radiation when open

Laser Product Do not view directly with optical instruments

Appareil laser Attention—Radiation laser de classe 1

de classe 1 Ne pas regarder directement avec des instruments optiques
Produkt der Vorsicht—Laserstrahlung der Klasse 1 bei gedffneter Abdeckung
Laser Klasse 1 Direktes Ansehen mit optischen Instrumenten vermeiden

Luokan 1 Laserlaite Varoitus—Luokan 1 lasersateilya, kun laite on auki
Al4 katso suoraan laitteeseen kayttdmalla optisia instrumenttej

Agency Certification

The following sections summarize the EMC and EMI test specifications performed
on the 41000 Series Adapters to comply with emission, immunity, and product
safety standards.

EMI and EMC Requirements

FCC Part 15 compliance: Class A

FCC compliance information statement: This device complies with Part 15 of
the FCC Rules. Operation is subject to the following two conditions: (1) this device
may not cause harmful interference, and (2) this device must accept any
interference received, including interference that may cause undesired operation.

ICES-003 Compliance: Class A

This Class A digital apparatus complies with Canadian ICES-003. Cet appareil
numériqué de la classe A est conformé a la norme NMB-003 du Canada.

CE Mark 2014/30/EU, 2014/35/EU EMC Directive Compliance:
EN55032:2012/ CISPR 32:2015 Class A

EN55024: 2010

EN61000-3-2: Harmonic Current Emission
EN61000-3-3: Voltage Fluctuation and Flicker
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Immunity Standards

EN61000-4-2: ESD

EN61000-4-3: RF Electro Magnetic Field
EN61000-4-4: Fast Transient/Burst
EN61000-4-5: Fast Surge Common/ Differential
EN61000-4-6: RF Conducted Susceptibility
EN61000-4-8: Power Frequency Magnetic Field
EN61000-4-11: Voltage Dips and Interrupt

VCCI: 2015-04; Class A
ASINZS; CISPR 32: 2015 Class A
CNS 13438: 2006 Class A

KCC: Class A
Korea RRA Class A Certified

€

A class equipment

(Business purpose
info/telecommunications
equipment)

Product Name/Model: Converged Network Adapters and
Intelligent Ethernet Adapters

Certification holder: QLogic Corporation

Manufactured date: Refer to date code listed on product
Manufacturer/Country of origin: QLogic Corporation/USA

As this equipment has undergone EMC registration for busi-
ness purpose, the seller and/or the buyer is asked to beware
of this point and in case a wrongful sale or purchase has
been made, it is asked that a change to household use be
made.

Korean Language Format—Class A
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VCCI: Class A
This is a Class A product based on the standard of the Voluntary Control Council
for Interference (VCCI). If this equipment is used in a domestic environment, radio
interference may occur, in which case the user may be required to take corrective
actions.

CHEEBIR, VFXABRFMEB T, COEBE*RERETHERT
BEBHBERTIZRITIESHNET, COBEICIMEREN B4
WREETILOERINZZENFHVET, VCCI—A

Product Safety Compliance
UL, cUL product safety:

UL 60950-1 (2nd Edition) A1 + A2 2014-10-14
CSA C22.2 No.60950-1-07 (2nd Edition) A1 +A2 2014-10

Use only with listed ITE or equivalent.
Complies with 21 CFR 1040.10 and 1040.11, 2014/30/EU, 2014/35/EU.
2006/95/EC low voltage directive:

TUV EN60950-1:2006+A11+A1+A12+A2 2nd Edition
TUV IEC 60950-1: 2005 2nd Edition Am1: 2009 + Am2: 2013 CB
TUV IEC 62368 2nd and 3rd Edition CB

CB Certified to IEC 60950-1 2nd Edition
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1 Product Overview

This chapter provides the following information for the 41000 Series Adapters:
u Functional Description
[ | Features

B “Adapter Specifications” on page 3

Functional Description

The Marvell FastLinQ 41000 Series Adapters include 10 and 25Gb Converged
Network Adapters and Intelligent Ethernet Adapters that are designed to perform
accelerated data networking for server systems. The 41000 Series Adapter
includes a 10/25Gb Ethernet MAC with full-duplex capability.

Using the operating system’s teaming feature, you can split your network into
virtual LANs (VLANSs), as well as group multiple network adapters together into
teams to provide network load balancing and fault tolerance. For more information
about teaming, see your operating system documentation.

Features

The 41000 Series Adapters provide the following features. Some features may
not be available on all adapters:

B NIC partitioning (NPar)/NPar extended partitioning (NParEP)
u Single-chip solution:
a  10/25Gb MAC
U SerDes interface for direct attach copper (DAC) transceiver connection
Q PCl Express® (PCle®) 3.0 x8
U Zero copy capable hardware
B Performance features:
U TCP, IP, UDP checksum offloads
U TCP segmentation offload (TSO)
0 Large segment offload (LSO)
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1—Product Overview
Features

Generic segment offload (GSO)
Large receive offload (LRO)

Receive segment coalescing (RSC)

O 000

Microsoft® dynamic virtual machine queue (VMQ), and Linux Multiqueue
B Adaptive interrupts:
U Transmit/receive side scaling (TSS/RSS)

Q0  Stateless offloads for Network Virtualization using Generic Routing
Encapsulation (NVGRE) and virtual LAN (VXLAN) L2/L3 GRE

tunneled traffic’
[ | Manageability:
0  System management bus (SMB) controller

U Advanced Configuration and Power Interface (ACPI) 1.1a compliant
(multiple power modes)

0 Network controller-sideband interface (NC-SI) support
B Advanced network features:

0 Jumbo frames (up to 9,600 bytes). The OS and the link partner must
support jumbo frames.

Q  Virtual LANs (VLANS)

U Flow control (IEEE Std 802.3x)

Logical link control (IEEE Std 802.2)

High-speed on-chip reduced instruction set computer (RISC) processor
Integrated 96KB frame buffer memory (not applicable to all models)
1,024 classification filters (not applicable to all models)

Support for multicast addresses through 128-bit hashing hardware function

Support for VMDirectPath 1/O over PCI physical functions

FastLinQ 41000 Series Adapters support VMDirectPath I/O in Linux and
ESX environments. VMDirectPath I/O is not supported in Windows
environments.

FastLinQ 41000 Series Adapters can be assigned to virtual machines for
PCI pass-through operation. However, due to function level dependencies,
all PCle functions associated with an adapter (in default, NPar, or NParEP
modes) must be assigned to the same virtual machine. Sharing PCle
physical functions across the hypervisor and any virtual machines; or
sharing them across more than one virtual machine, is not supported.

1 This feature requires OS or Hypervisor support to use the offloads.
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Adapter Specifications

Serial flash NVRAM memory

PCI Power Management Interface (v1.1)

64-bit base address register (BAR) support

EMG64T processor support

SR-I0OV Virtual Functions (VF)2

iISCSI (software (SW) and hardware (HW)) and FCoE boot support3

Adapter Specifications

The 41000 Series Adapter specifications include the adapter’s physical
characteristics and standards-compliance references.

Physical Characteristics

The 41000 Series Adapters are standard PCle cards and ship with either a
full-height or a low-profile bracket for use in a standard PCle slot.

Standards Specifications
Supported standards specifications include:

PCI Express Base Specification, rev. 3.1

B PCl Express Card Electromechanical Specification, rev. 3.0
B PCl Bus Power Management Interface Specification, rev. 1.2
| IEEE Specifications:

802.1ad (QinQ)

802.1AX (Link Aggregation)

802.1p (Priority Encoding)

802.1q (VLAN)

802.3-2015 IEEE Standard for Ethernet (flow control)
802.3-2015 Clause 78 Energy Efficient Ethernet (EEE)

O00000

2 Hardware support limit of SR-IOV VFs varies. The limit may be lower in some OS environments;
refer to the appropriate section for your OS

3 On Dell 41000 Series Adapters, FCoE-Offload and FCoE-Offload remote boot require enabling
NPar/NParEP mode and also enabling FCoE-Offload on the second partition or physical function
(PF) of the desired boot or usage port. On Dell 41000 Series Adapters, iSCSI-Offload (HW) and
iISCSI-Offload (HW) remote boot require enabling NPar/NParEP mode and also enabling
iISCSI-Offload on the third partition or PF of the desired boot or usage port. iSCSI (SW) and iSCSI
(SW) remote boot do not require enabling NPar/NParEP mode and use the always enabled first
Ethernet partition or PF of the desired boot or usage port. PXE remote boot does not require
enabling NPar/NParEP mode and uses the always enabled first Ethernet partition or PF of the
desired boot port. Only one remote boot mode (PXE or FCoE or iSCSI HW or iSCSI SW) or offload
type (FCoE or iSCSI HW) can be selected and utilized per physical port.
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U 1588-2002 PTPv1 (Precision Time Protocol)
a  1588-2008 PTPv2

m  IPv4 (RFQ 791)
m  |Pv6 (RFQ 2460)
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2 Hardware Installation

This chapter provides the following hardware installation information:

System Requirements

“Safety Precautions” on page 6
B “Preinstallation Checklist’ on page 7

B ‘“Installing the Adapter” on page 7

System Requirements
Before you install a Marvell 41000 Series Adapter, verify that your system meets

the hardware and operating system requirements shown in the following sections.

Hardware Requirements
The hardware requirements for the 41000 Series Adapter are listed in Table 2-1.

Table 2-1. Host Hardware Requirements

Hardware Requirement

Architecture IA-32 or EMT64 that meets operating system requirements

PCle Gen 2 x8 (2x10G NIC)
PCle Gen 3 x8 (2x25G NIC)

PCle
Full dual-port 25Gb bandwidth is supported on PCle Gen 3 x8 or
faster slots.

Memory 8GB RAM (minimum)

The 41000 Series Adapters have been tested for interoperability
with a variety of 1G, 10G, and 25G cables and optical modules.
See “Tested Cables and Optical Modules” on page 312.

Cables and Optical
Modules
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Software Requirements
The minimum software requirements at the time of publication are listed in
Table 2-2.

Table 2-2. Minimum Host Operating System Requirements

Operating

System Requirement

Windows Server 2016, 2019, Azure Stack HCI

RHEL®7.8,7.9, 8.2, 8.3
Linux SLES® 15 SP1, SP2
Ubuntu 20.04

VMware ESXi 6.7 U3, ESXi 7.0 U1
XenServer Citrix Hypervisor 7.2 CU2 LTSR, 8.2 LTSR
NOTE

Table 2-2 denotes the minimum host OS requirements. For a complete list of
supported operating systems, refer to the appropriate Read Me and Release
Notes.

Safety Precautions

A WARNING

The adapter is being installed in a system that operates with voltages that
can be lethal. Before you open the case of your system, observe the
following precautions to protect yourself and to prevent damage to the
system components.

B Remove any metallic objects or jewelry from your hands and wrists.
B Make sure to use only insulated or nonconducting tools.

m Verify that the system is powered OFF and is unplugged before you
touch internal components.

B [nstall or remove adapters in a static-free environment. The use of a
properly grounded wrist strap or other personal antistatic devices and an
antistatic mat is strongly recommended.
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Preinstallation Checklist

Before installing the adapter, complete the following:

1. Verify that the system meets the hardware and software requirements listed
under “System Requirements” on page 5.

2. Verify that the system is using the latest BIOS.

NOTE

If you acquired the adapter software from the Marvell Web site, verify
the path to the adapter driver files.

If the system is active, shut it down.

When system shutdown is complete, turn off the power and unplug the
power cord.

5.  Remove the adapter from its shipping package and place it on an anti-static
surface.

6. Check the adapter for visible signs of damage, particularly on the edge
connector. Never attempt to install a damaged adapter.

Installing the Adapter

The following instructions apply to installing the Marvell 41000 Series Adapters in
most systems. For details about performing these tasks, refer to the manuals that
were supplied with the system.

To install the adapter:

1.  Review “Safety Precautions” on page 6 and “Preinstallation Checklist” on
page 7. Before you install the adapter, ensure that the system power is OFF,
the power cord is unplugged from the power outlet, and that you are
following proper electrical grounding procedures.

2. Open the system case, and select the slot that matches the adapter size,
which can be PCle Gen 2 x8 or PCle Gen 3 x8. A lesser-width adapter can
be seated into a greater-width slot (x8 in an x16), but a greater-width adapter
cannot be seated into a lesser-width slot (x8 in an x4). If you do not know
how to identify a PCle slot, refer to your system documentation.

Remove the blank cover-plate from the slot that you selected.

Align the adapter connector edge with the PCle connector slot in the system.

January 29, 2021
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5.  Applying even pressure at both corners of the card, push the adapter card
into the slot until it is firmly seated. When the adapter is properly seated, the
adapter port connectors are aligned with the slot opening, and the adapter
faceplate is flush against the system chassis.

CAUTION

Do not use excessive force when seating the card, because this may
damage the system or the adapter. If you have difficulty seating the
adapter, remove it, realign it, and try again.

Secure the adapter with the adapter clip or screw.

Close the system case and disconnect any personal anti-static devices.
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3 Driver Installation

This chapter provides the following information about driver installation:
| Installing Linux Driver Software

B “Installing Windows Driver Software” on page 21

B “Installing VMware Driver Software” on page 34
[ |

“Installing Citrix Hypervisor Driver Software” on page 44

Installing Linux Driver Software

This section describes how to install Linux drivers with or without remote direct
memory access (RDMA). It also describes the Linux driver optional parameters,
default values, messages, statistics, and public key for Secure Boot.

Installing the Linux Drivers Without RDMA
Installing the Linux Drivers with RDMA
Linux Driver Optional Parameters

Linux Driver Operation Defaults

Linux Driver Messages

Statistics
Importing a Public Key for Secure Boot

The 41000 Series Adapter Linux drivers and supporting documentation are
available on the Dell Support page:

dell.support.com
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Table 3-1 describes the 41000 Series Adapter Linux drivers.

Table 3-1. 41000 Series Adapters Linux Drivers

Linux

Driver Description

ged The qged core driver module directly controls the firmware, handles interrupts, and pro-
vides the low-level API for the protocol specific driver set. The ged interfaces with the
gede, gedr, gedi, and gedf drivers. The Linux core module manages all PCI device
resources (registers, host interface queues, and so on). The ged core module requires
Linux kernel version 2.6.32 or later. Testing was concentrated on the x86_64 architecture.

gede Linux Ethernet driver for the 41000 Series Adapter. This driver directly controls the hard-
ware and is responsible for sending and receiving Ethernet packets on behalf of the Linux
host networking stack. This driver also receives and processes device interrupts on
behalf of itself (for L2 networking). The qede driver requires Linux kernel version 2.6.32 or
later. Testing was concentrated on the x86_64 architecture.

qgedr Linux RDMA (RoCE and iWARP) driver that works in the OpenFabrics Enterprise Distri-
bution (OFED™) environment, which is available inbox in all major Linux distributions.
This driver works in conjunction with the ged core module and the gede Ethernet driver.
RDMA user space applications also require that the libgedr (part of the rdma-core, the
RDMA user stack) user library is installed on the server.

gedi Linux iSCSI-Offload driver for the 41000 Series Adapters. This driver works with the Open
iISCSI library.

gedf Linux FCoE-Offload driver for the 41000 Series Adapters. This driver works with Open
FCoE library.

Install the Linux drivers using either a source Red Hat® Package Manager (RPM)
package or a kmod RPM package. The RHEL RPM packages are as follows:

] glgc-fastling-<version>.<0S>.src.rpm

L glgc-fastling-kmp-default-<version>.<arch>.rpm

The SLES source and kmp RPM packages are as follows:
L glgc-fastling-<version>.<0S>.src.rpm

L glgc-fastling-kmp-default-<version>.<0S>.<arch>.rpm

The following kernel module (kmod) RPM installs Linux drivers on SLES hosts
running the Xen Hypervisor:

L glgc-fastling-kmp-xen-<version>.<0S>.<arch>.rpm

The following source RPM installs the RDMA library code on RHEL and SLES
hosts:

L glgc-libgedr-<version>.<0S>.<arch>.src.rpm
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The following source code TAR BZip2 (BZ2) compressed file installs Linux drivers
on RHEL and SLES hosts:

] fastling-<version>.tar.bz2

NOTE

For network installations through NFS, FTP, or HTTP (using a network boot
disk), you may require a driver disk that contains the gede driver. Compile
the Linux boot drivers by modifying the makefile and the make environment.

Installing the Linux Drivers Without RDMA

To install the Linux drivers without RDMA:
1.  Download the 41000 Series Adapter Linux drivers from Dell:

dell.support.com

2. Remove the existing Linux drivers, as described in “Removing the Linux
Drivers” on page 11.

3. Install the new Linux drivers using one of the following methods:
U Installing Linux Drivers Using the src RPM Package
QO Installing Linux Drivers Using the kmp/kmod RPM Package
O Installing Linux Drivers Using the TAR File

Removing the Linux Drivers

There are two procedures for removing Linux drivers: one for a non-RDMA
environment and another for an RDMA environment. Choose the procedure that
matches your environment.

To remove Linux drivers in a non-RDMA environment, unload and remove
the drivers:

Follow the procedure that relates to the original installation method and the OS.

B [fthe Linux drivers were installed using an RPM package, issue the following
commands:
rmmod gede
rmmod ged
depmod -a
rpm -e glgc-fastling-kmp-default-<version>.<arch>

| If the Linux drivers were installed using a TAR file, issue the following
commands:

rmmod gede
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rmmod ged

depmod -a

Q

For RHEL:

cd /lib/modules/<version>/extra/qlgc-fastling
rm -rf ged.ko gede.ko gedr.ko

For SLES:

cd /lib/modules/<version>/updates/qlgc-fastling
rm -rf ged.ko gede.ko gedr.ko

To remove Linux drivers in a non-RDMA environment:

1.  To get the path to the currently installed drivers, issue the following
command:

modinfo <driver name>

2. Unload and remove the Linux drivers.

Q

If the Linux drivers were installed using an RPM package, issue the
following commands:

modprobe -r gede

depmod -a

rpm -e qlgc-fastling-kmp-default-<version>.<arch>

If the Linux drivers were installed using a TAR file, issue the following
commands:

modprobe -r gede

depmod -a

NOTE

If the gedr is present, issue the modprobe -r gedr command
instead.

3. Deletethe ged.ko, gede.ko, and gedr.ko files from the directory in which
they reside. For example, in SLES, issue the following commands:

cd
rm
rm

rm

/lib/modules/<version>/updates/qlgc-fastling
-rf ged.ko

-rf gede.ko

-rf gedr.ko

depmod -a

January 29, 2021
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To remove Linux drivers in an RDMA environment:

1.  To get the path to the installed drivers, issue the following command:
modinfo <driver name>

2. Unload and remove the Linux drivers.

modprobe -r gedr
modprobe -r gede
modprobe -r ged
depmod -a
3. Remove the driver module files:

O If the drivers were installed using an RPM package, issue the following
command:

rpm -e glgc-fastling-kmp-default-<version>.<arch>

O If the drivers were installed using a TAR file, issue the following
commands for your operating system:

For RHEL:

cd /lib/modules/<version>/extra/qlgc-fastling
rm -rf ged.ko gede.ko gedr.ko

For SLES:

cd /lib/modules/<version>/updates/qlgc-fastling
rm -rf ged.ko gede.ko gedr.ko

Installing Linux Drivers Using the src RPM Package
To install Linux drivers using the src RPM package:

1. Issue the following at a command prompt:

rpm -ivh RPMS/<arch>/qlgc-fastling-<version>.src.rpm

2. Change the directory to the RPM path and build the binary RPM for the
kernel.

NOTE

For RHEL 8, install the kernel-rpm-nacros and
kernel-abi-whitelists packages before building the binary
RPM package.

For SLES15 SP2, install kernel-source and kernel-syms

(using either the software manager or Zypper tool) before building the
binary RPM package.
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For RHEL:

cd /root/rpmbuild
rpmbuild -bb SPECS/fastling-<version>.spec

For SLES:

cd /usr/src/packages
rpmbuild -bb SPECS/fastling-<version>.spec

3. Install the newly compiled RPM:

rpm -ivh RPMS/<arch>/qlgc-fastling-<version>.<arch>.rpm

NOTE

The --force option may be needed on some Linux distributions if
conflicts are reported.

The drivers will be installed in the following paths.

For SLES:

/1lib/modules/<version>/updates/glgc-fastling

For RHEL:

/lib/modules/<version>/extra/qlgc-fastling
4.  Turn on all ethX interfaces as follows:

ifconfig <ethX> up

5. For SLES, use YaST to configure the Ethernet interfaces to automatically
start at boot by setting a static IP address or enabling DHCP on the
interface.

Installing Linux Drivers Using the kmp/kmod RPM Package
To install kmod RPM package:

1.  Issue the following command at a command prompt:
rpm -ivh glgc-fastling-<version>.<arch>.rpm
2.  Reload the driver:

modprobe -r gede

modprobe gede
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Installing Linux Drivers Using the TAR File

To install Linux drivers using the TAR file:

1.

Create a directory and extract the TAR files to the directory:

tar xjvf fastling-<version>.tar.bz2

Change to the recently created directory, and then install the drivers:
cd fastling-<version>

make clean; make install

The qed and gede drivers will be installed in the following paths.

For SLES:

/lib/modules/<version>/updates/qlgc-fastling

For RHEL:

/lib/modules/<version>/extra/qlgc-fastling

Test the drivers by loading them (unload the existing drivers first, if
necessary):

rmmod gede

rmmod ged

modprobe ged

modprobe gede

Installing the Linux Drivers with RDMA
For information on iWARP, see Chapter 8 iWARP Configuration.

To install Linux drivers in an inbox OFED environment:

1.

Download the 41000 Series Adapter Linux drivers from the Dell:

dell.support.com

Configure RoCE on the adapter, as described in “Configuring RoCE on the
Adapter for Linux” on page 158.

Remove existing Linux drivers, as described in “Removing the Linux Drivers”
on page 11.

Install the new Linux drivers using one of the following methods:
O Installing Linux Drivers Using the kmp/kmod RPM Package
QO  Installing Linux Drivers Using the TAR File
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5. Install libgedr libraries to work with RDMA user space applications. The
libgedr RPM is available only for inbox OFED. You must select which RDMA
(RoCE, RoCEvV2, or iWARP) is used in UEFI until concurrent RoOCE+iWARP
capability is supported in the firmware). None is enabled by default. Issue
the following command:

rpm —-ivh glgc-libgedr-<version>.<arch>.rpm

6. To build and install the libgedr user space library in Linux Red Hat 7.3 and
earlier, issue the following command:

'make libgedr install’

7.  Test the drivers in Linux Red Hat 7.3 and earlier by loading them as follows:

modprobe gedr
make install libeqdr

Linux Driver Optional Parameters
Table 3-2 describes the optional parameters for the gede driver.

Table 3-2. gede Driver Optional Parameters

Parameter Description

debug Controls driver verbosity level similarto ethtool -s <dev> msglvl.
int mode Controls interrupt mode other than MSI-X.
gro_disable The device supports generic receive offload (GRO) in the hardware.

In older Linux kernels, GRO was a software-only feature. As such, dis-

abling GRO would not reach the driver, nor could it be dynamically dis-

abled in the device through the ethtool callback method. Therefore, this
module parameter was provided.

Newer kernels offer hardware GRO as an ethtool feature, which can per-
form the same functionality dynamically.

err flags override A bitmap for disabling or forcing the actions taken in case of a hardware
error:
B bit #31 — An enable bit for this bitmask

B bit #0 — Prevent hardware attentions from being reasserted

B bit #1 — Collect debug data

W bit #2 — Trigger a recovery process

B bit #3 — Call WARN to get a call trace of the flow that led to the error

Doc. No. AH0054602-00 Rev. X
January 29, 2021 Page 16 Copyright © 2021 Marvell



3—Driver Installation
Installing Linux Driver Software

Linux Driver Operation Defaults
Table 3-3 lists the ged and gede Linux driver operation defaults.

Table 3-3. Linux Driver Operation Defaults

Operation

Speed

MSI/MSI-X

Flow Control

MTU

Rx Ring Size

Tx Ring Size

Coalesce Rx Microseconds

Coalesce Tx Microseconds

TSO

ged Driver Default qgede Driver Default
Auto-negotiation with speed Auto-negotiation with speed
advertised advertised
Enabled Enabled

— Auto-negotiation with RX and
TX advertised

— 1500 (range is 46—9600)
— 1000

— 4078 (range is 128-8191)
— 24 (range is 0-255)

— 48

— Enabled

Linux Driver Messages
To set the Linux driver message detail level, issue one of the following commands:

u ethtool -s <interface> msglvl <value>

u modprobe gede debug=<value>

Where <value> represents bits 0-15, which are standard Linux networking
values, and bits 16 and greater are driver-specific.

Table 3-4 defines the <value> options for the various outputs. This
information is also available in the verbosity log level.txt filein the
package documentation folder.

Table 3-4. Linux Driver Debug Verbosity Values

Name

Value

Debug verbose in netdev

Description

NETIF_MSG_DRV

NETIF_MSG_PROBE

0x0001

0x0002

Information about the network debug feature infra-
structure in the kernel.

Information about the driver module probe
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Table 3-4. Linux Driver Debug Verbosity Values (Continued)

Name

NETIF_MSG_LINK
NETIF_MSG_TIMER
NETIF_MSG_IFDOWN
NETIF_MSG_IFUP
NETIF_MSG_RX_ERR
NETIF_MSG_TX_ERR
NETIF_MSG_TX_UEUED
NETIF_MSG_INTR

NETIF_MSG_TX_DONE
NETIF_MSG_RX_STATUS
NETIF_MSG_PKTDATA
NETIF_MSG_HW

NETIF_MSG_WOL

Value Description

0x0004 Information about the network interface link

0x0008 Information about the timer infrastructure

0x0010 Information about link down flow

0x0020 Information about link up flow

0x0040 Information about receive errors

0x0080 Information about transmit errors

0x0100 Information about transmission queues in fast path

0x0200 Information about assertion, attentions, and interrupt
handling

0x0400 Information about transmission completion

0x0800 Information about receive queues in fast path

0x1000 Information about packet/buffer data

0x2000 Information about hardware data (for example, register
access)

0x4000 Information about wake on LAN (Wol)

Debug verbose in ged/qede

QED_MSG_SPQ
QED_MSG_STATS
QED_MSG_DCB

QED_MSG_IOV

QED_MSG_SP

QED_MSG_STORAGE
QED_MSG_000
QED_MSG_CXT

QED_MSG_LL2

0x10000 Information about slow path queues’ settings
0x20000 Information about driver statistics
0x40000 Information about data center bridging exchange

(DCBX) configuration and settings

0x80000 Information about SR-IOV. If virtual machines (VMs)
are being used, Marvell recommends setting this value
on both VMs and the hypervisor.

0x100000 Information about slow path (all ramrods and mail-
boxes)

0x200000 Information about storage
0x200000 Information about out-of-order packets/buffers

0x800000 Information about context manager (for example, con-
text identifiers (CIDs))

0x1000000 | Information about light L2
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Table 3-4. Linux Driver Debug Verbosity Values (Continued)

Name Value Description
QED_MSG_ILT 0x2000000 | Information about the internal lookup table (ILT)
QED_MSG_RDMA 0x4000000 | Information about RDMA (RoCE and iWARP)
QED_MSG_DEBUG 0x8000000 | Information about debug feature infrastructure
Debug verbose in gedr
QEDR_MSG_INIT 0x10000 Information about initialization
QEDR_MSG_FAIL 0x10000 Information about failure
QEDR_MSG_CQ 0x20000 Information about the completion queue
QEDR_MSG_RQ 0x40000 Information about the receive queue
QEDR_MSG_SQ 0x80000 Information about the send queue
QEDR_MSG_QP 0xC0000 Information about the queue pairs
QEDR_MSG_MR 0x100000 Information about the memory region
QEDR_MSG_GSI 0x200000 Information about the general service interface
QEDR_MSG_MISC 0x400000 Information about miscellaneous topics
QEDR_MSG_SRQ 0x800000 Information about the shared receive queue
QEDR_MSG_IWARP 0x1000000 | Information about iIWARP
Statistics

To view detailed statistics and configuration information, use the ethtool utility. See
the ethtool man page for more information.

To collect statistics, issue the ethtool -s command.

Linux RoCE MTU

For optimal performance, the per-Ethernet physical function RoCE MTU size

should be 4,096. To achieve this size, set the per L2 Ethernet physical function
MTU size larger than 4,096. Additionally, set the network and target ports to an
equivalent L2 Ethernet MTU size (to prevent these packets from fragmenting or

dropping).
The RoCE MTU size is automatically set to the largest supported size; that is,
smaller than the current L2 Ethernet MTU size of that physical function. On Linux,

this RoCE MTU value is automatically changed (when the L2 Ethernet MTU value
is changed) on the same Ethernet physical function.
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Importing a Public Key for Secure Boot

Linux drivers require that you import and enroll the QLogic public key to load the
drivers in a Secure Boot environment. Before you begin, ensure that your server
supports Secure Boot.

This section provides two methods for importing and enrolling the public key.

To import and enroll the QLogic public key:
1.  Download the public key from the following Web page:
http://Idriver.glogic.com/Module-public-key/

2.  To install the public key, issue the following command:
# mokutil --root-pw --import cert.der
Where the --root-pw option enables direct use of the root user.
Reboot the system.
4. Review the list of certificates that are prepared to be enrolled:
# mokutil --list-new
Reboot the system again.

When the shim launches MokManager, enter the root password to confirm
the certificate importation to the Machine Owner Key (MOK) list.

7.  To determine if the newly imported key was enrolled:

# mokutil --list-enrolled

To launch MOK manually and enroll the QLogic public key:
1. Issue the following command:

# reboot

In the GRUB 2 menu, press the C key.

Issue the following commands:

chainloader $efibootdir/MokManager.efi
- boot

Select Enroll key from disk.
Navigate to the cert.der file and then press ENTER.

Follow the instructions to enroll the key. Generally this includes pressing
the 0 (zero) key and then pressing the Y key to confirm.
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NOTE

The firmware menu may provide more methods to add a new key to the
Signature Database.

For additional information about Secure Boot, refer to the following Web page:

https://www.suse.com/documentation/sled-12/book sle admin/data/sec uefi
secboot.html

Installing Windows Driver Software
For information on iWARP, see Chapter 8 iWARP Configuration.

[ | Installing the Windows Drivers

Removing the Windows Drivers

B Managing Adapter Properties
B Setting Power Management Options
B Link Configuration in Windows

Installing the Windows Drivers
Install Windows driver software using the Dell Update Package (DUP):

B Running the DUP in the GUI
B DUP Installation Options
u DUP Installation Examples

Running the DUP in the GUI
To run the DUP in the GUI:
1. Double-click the icon representing the Dell Update Package file.

NOTE
The actual file name of the Dell Update Package varies.
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2. Inthe Dell Update Package window (Figure 3-1), click Install.
OLogic Fastlind Metwark Adapter Dewvice Firrreaeare for Arrowvhead ad.,, — >
Release Title ~

Logic FastLint Network Adapter Device Funverare for Arrowhead adapters. Test
Cnly, 10.00.12, JP_X12-01

Release Date
Jarmary 08, 2017

Rehoot Required
Tes

Description
This ENGINEERING release pravides updated network contraller firmperare for the Copyright 2003

QLogie FastLint) (BCM 570, BEM 5T and 4 5:00x) Heterork Adapters. Dell. Inc

Al right: d.
Supported Device(s) v ngnts resere

e T R
Eutract... | [GEE |

3.

Figure 3-1. Dell Update Package Window

In the QLogic Super Installer—InstallShield® Wizard’'s Welcome window

(Figure 3-2), click Next.

iie!:I‘ OLogic Super Installer (x86) - InstallShield Wizard

Welcome to the InstallShield Wizard for
OLogic Super Installer (x86)

The InstallShield(R) Wizard will install QLogic Super Installer
(867 6,00.13.00 on wour computer. To conkinue, click Mext,

"?' W ARMING: This program is probected by copyright law and
international treaties,

< Back I Mext = I Cancel |

Figure 3-2. QLogic InstallShield Wizard: Welcome Window
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4.  Complete the following in the wizard’s License Agreement window
(Figure 3-3):

a. Read the End User Software License Agreement.
b.  To continue, select | accept the terms in the license agreement.
c.  Click Next.

iie!:I‘ DQLogic Super Installer (x86) - InstallShield Wizard

License Agreement

Flease read the following license agreement carefully,

End User Software License Agreement ﬂ

Important: READ CAREFULLY BEFORE CLICKING ON THE *I
ACCEPTY BUTTON OR INSTALLING THIS SOFTWARE

THIS FPRODUCT CONTAINS COMPUTER PROGRAMS AND RELATED
DOCUMENTATION (“SOFTWARE") THAT BELONG TO CLOGIC
CORPORATION. (“QLOGICY), THE U3SE OF WHICH IS SUBJECT TO LI

1 accept the terms in the license agresment Print |

' I do not accept the kerms in the license agreement

Installshield

< Back I hext = I Cancel |

Figure 3-3. QLogic InstallShield Wizard: License Agreement Window

5. Complete the wizard’s Setup Type window (Figure 3-4) as follows:
a. Select one of the following setup types:
B Click Complete to install all program features.
B Click Custom to manually select the features to be installed.
b. To continue, click Next.

If you clicked Complete, proceed directly to Step 6b.
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i‘é‘n QLogic Super Installer (x86) - Installshield Wizard

Setup Type

Choose the setup type that best suits vour needs,

Flease select a setup type.

' Complete

&ll program Features will be installed, (Requires the most disk
space. )

" Custom

Zhoose which program Features yvou wank inskalled and where they
will be installed, Recommended For advanced users,

Imstallshield

< Back. I Mext = I Zancel |

Figure 3-4. InstallShield Wizard: Setup Type Window

6. If you selected Custom in Step 5, complete the Custom Setup window
(Figure 3-5) as follows:

a. Select the features to install. By default, all features are selected. To
change a feature’s install setting, click the icon next to it, and then
select one of the following options:

B This feature will be installed on the local hard drive—Marks
the feature for installation without affecting any of its subfeatures.

[ | This feature, and all subfeatures, will be installed on the
local hard drive—Marks the feature and all of its subfeatures for
installation.

[ ] This feature will not be available—Prevents the feature from
being installed.

b. Click Next to continue.
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1% Qlogic Driver and Management Super Installer (x64) - InstaliShiel... I

Custom Setup
Select the program features you want instaled.

Chick on an icon in the list below to change how a feature is nstalled.

Feature Desoription
FC
FCoE
Iscst =
- MIC
——— =3 = | Fastling NIC This feature requires DKE on
=|--- =2~ | Applications wour hard drive. Ithas 0 of 5
-l =3+ | i5CST Remote Agent subfeatures selected, The
subfeatures require KB on your
=3 ~ | Met Remote Agent . hard drive.
Instalichiel
o | [ <bak || Next> | [ Conm |

Figure 3-5. InstallShield Wizard: Custom Setup Window

7. Inthe InstallShield Wizard’s Ready To Install window (Figure 3-6), click
Install. The InstallShield Wizard installs the QLogic Adapter drivers and
Management Software Installer.

i'é'- QLogic Super Installer (#86) - InstallShield Wizard

Ready to Install the Program

The wizard is ready to begin installation.

Click Install to begin the installation,

IF wou want to review or change any of yvour installation settings, click Back. Click Cancel ko
exit the wizard,

Inistal Shicld

< Back I Install I Cancel |

Figure 3-6. InstallShield Wizard: Ready to Install the Program Window
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8.  When the installation is complete, the InstallShield Wizard Completed
window appears (Figure 3-7). Click Finish to dismiss the installer.

InstallShield Wizard Completed

The InstallShield Wizard has successfully installed QLogic Driver
and Management Super Installer (x64). Click Finish to exit the
wizard,

/
F?G"
7 XX

@LOGIC

Figure 3-7. InstallShield Wizard: Completed Window

9. Inthe Dell Update Package window (Figure 3-8), “Update installer operation
was successful” indicates completion.

U (Optional) To open the log file, click View Installation Log. The log file
shows the progress of the DUP installation, any previous installed
versions, any error messages, and other information about the
installation.

U To close the Update Package window, click CLOSE.
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@& Dell Update Package X

QLogic 64bit Windows Drivers Li ]
vE.0.18 (A00-00) April 04, 2016

The update installer operation is successful.
Mew Installation Lo CLOSE

& 2009 - 2016 Dell Inc. All rights reserved.

Figure 3-8. Dell Update Package Window

DUP Installation Options

To customize the DUP installation behavior, use the following command line
options.

B To extract only the driver components to a directory:

/drivers=<path>

NOTE
This command requires the /s option.

B To install or update only the driver components:

/driveronly

NOTE
This command requires the /s option.

B (Advanced) Use the /passthrough option to send all text following
/passthrough directly to the QLogic installation software of the DUP. This
mode suppresses any provided GUIs, but not necessarily those of the
QLogic software.

/passthrough

[ | (Advanced) To return a coded description of this DUP’s supported features:

/capabilities
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NOTE
This command requires the /s option.

DUP Installation Examples

The following examples show how to use the installation options.

To update the system silently:

<DUP_file name>.exe /s

To extract the update contents to the C:\mydir\ directory:
<DUP_file name>.exe /s /e=C:\mydir

To extract the driver components to the C:\mydir\ directory:
<DUP_file name>.exe /s /drivers=C:\mydir

To install only the driver components:

<DUP_file name>.exe /s /driveronly

To change from the default log location to C:\my path with
spaces\log. txt:

<DUP_file name>.exe /1="C:\my path with spaces\log.txt"

Removing the Windows Drivers

To remove the Windows drivers:

1. In the Control Panel, click Programs, and then click Programs and
Features.
2. Inthe list of programs, select QLogic FastLinQ Driver Installer, and then

click Uninstall.

3 Follow the instructions to remove the drivers.

Managing Adapter Properties

January 29, 2021

To view or change the 41000 Series Adapter properties:
1. Inthe Control Panel, click Device Manager.
2. On the properties of the selected adapter, click the Advanced tab.

3. Onthe Advanced page (Figure 3-9), select an item under Property and then
change the Value for that item as needed.
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Ologic FastlinG QL41262-DE 25GbE Adapter (VBD Client) #225 Pr.. X

General Advanced Drver Details

Events Power Management

The following properties are available faor this network adapter. Click

the property you want to change on the left, and then select its value
on the right.

Property:

Value:

Encapsulated Task Offload Enabled ﬂ
Encapsulation Overhead Size
Flow Contral

Intemupt Moderation

iVWARP Delayed Ack

iWARP Recv Window Size {in KB)
iWARP TCP Timestamp

Jumbo Packet

Lange Send Cffload V2 {IPv4d)
Lange Send Cffload V2 {IPvE)

Link control

Locally Administered Address

Maximum Mumber of RS5 Queues
MetworkDirect Functionality b

Cancel

Figure 3-9. Setting Advanced Adapter Properties
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Setting Power Management Options

You can set power management options to allow the operating system to turn off
the controller to save power or to allow the controller to wake up the computer. If
the device is busy (servicing a call, for example), the operating system will not
shut down the device. The operating system attempts to shut down every possible
device only when the computer attempts to go into hibernation. To have the
controller remain on at all times, do not select the Allow the computer to turn off
the device to save power check box (Figure 3-10).

QLogic FastLinQ QL41262-DE 25GbE Adapter (VBD Client) 225 Pr... *
General Advanced Driver Details Events Power Management

L:]j Qlogic FastLinG QL41262-DE 25GbE Adapter (VED Clent) #225

Allow the computer to tum off this device to save power

A s JEVICEe [0 WaKe [Ne CompLier

Cancel

Figure 3-10. Power Management Options

NOTE

B The Power Management page is available only for servers that support
power management.

B Do not select the Allow the computer to turn off the device to save
power check box for any adapter that is a member of a team.

Configuring the Communication Protocol to Use with QCC
GUI, QCC PowerKit, and QCS CLI

There are two main components of the QCC GUI, QCC PowerKit, and QCS CLI
management applications: the RPC agent and the client software. An RPC agent
is installed on a server, or managed host, that contains one or more Converged
Network Adapters. The RPC agent collects information on the Converged
Network Adapters and makes it available for retrieval from a management PC on
which the client software is installed. The client software enables viewing
information from the RPC agent and configuring the Converged Network
Adapters.The management software includes QCC GUI and QCS CLI.
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A communication protocol enables communication between the RPC agent and
the client software. Depending on the mix of operating systems (Linux, Windows,
or both) on the clients and managed hosts in your network, you can choose an
appropriate utility.

For installation instructions for these management applications, refer to the
following documents on the Marvell Web site:

u User’s Guide, QLogic Control Suite CLI (part number BC0054511-00)
| User’s Guide, PowerShell (part number BC0054518-00)
B [nstallation Guide, QConvergeConsole GUI (part number SN0051105-00)

Link Configuration in Windows

Link configuration can be done in the Windows OS with three different
parameters, which are available for configuration on the Advanced tab of the
Device Manager page.
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Link Control Mode

There are two modes for controlling link configuration:

Qlogic 2x25GE QL41262HMCU CNA (NDIS) =3 Properties

Genesal Advanced Dpver Detalls Events Power Management

The following properies are available for this network adapter. Click
the property you want to change on the left, and then select its valus
on the right.

Propesty: Walue:

802 3az EEE ~ Driver controlled »

EEE Control Policiss
Encapsulated Task Offload
Encapsulation Overhead Size
FEC Made

Fow Control

Intermupt Moderation

IWARF Delayed Ack

IWARP Recv Window Size (in KB)
IWARP TCP Timestamp
Jumbo Packet

Large Send Offload V2 (IPvd)

LaE& Send Offload V2 (IPv6) "

Carcel

Figure 3-11. Setting Driver Controlled Mode

Preboot Controlled is the default mode. In this mode, the driver uses the
link configuration from the device, which is configurable from preboot
components. This mode ignores the link parameters on the Advanced tab.

Driver Controlled mode should be set when you want to configure the link
settings from Advanced tab of the Device Manager (as shown in
Figure 3-11).

January 29, 2021

Page 32

Doc. No. AH0054602-00 Rev. X
Copyright © 2021 Marvell



3—Driver Installation
Installing Windows Driver Software

Link Speed and Duplex
The Speed & Duplex property (on the Advanced tab of the Device Manager) can
be configured to any selection in the Value menu (see Figure 3-12).

Clogic 2x256E QL41262HMCU CNA (NDIS) #3 Properties x

General Advanced Drver Details Events Power Management

The following properties are available for thes network adapter. Click
the property you want to change on the left, and then select its value

on the right.
Propesty: Value:
Recv Segment Coalescing (IPvd) A |Mu Negatiation j
Recv Segment Coalescing (IPvE) 10 Goos Full Dol |
RaCE MTU Size 2-!_; & 5 FLII DWIE:(
RSSPrafile .5 | e
| Speed & Duplex | 2
SR-I0V

TCP/UDP Checksum Offload (|Pw
TCP/UDP Checksum Offload (IPwl
Tranemit Buffers (D=Auta)

Virtual Machine Queues

Virtual Switch RSS

VLAN D

WELAN Encapsulated Task Offloa
WXLAM UDP destination port numt %

Cocel

Figure 3-12. Setting the Link Speed and Duplex Property

This configuration is effective only when the link control property is set to Driver
controlled (see Figure 3-11).

FEC Mode
FEC mode configuration at the OS level involves three driver advanced
properties.

To set FEC mode:
1. Set Link Control. On the Advanced tab of the Device Manager:
a. Inthe Property menu, select Link control.
b. In the Value menu, select Driver controlled.
See Figure 3-11 for an example.
2.  Set Speed & Duplex. On the Advanced tab of the Device Manager:
a. Inthe Property menu, select Speed & Duplex.

b. Inthe Value menu, select a fixed speed.
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FEC mode configuration is active only when Speed & Duplex is set to a fixed
speed. Setting this property to Auto Negotiation disables FEC configuration.

3. Set FEC Mode. On the Advanced tab of the Device Manager:

a. Inthe Property menu, select FEC Mode.

b. Inthe Value menu, select a valid value (see Figure 3-13).

Clogic 2x256E QL41262HMCU CNA (NDIS) #3 Properties

General Advanced Drver Details Events Power Management

The following properties are available for thes network adapter. Click
the property you want to change on the left, and then select its value
on the night,

Propesty: Value:

BO2 3az EEE A |Mu FEC ﬂ
EEE Conrttrol Policies

Encapsulated Task Offload FC FEC

Encapsulation Overhead Size No FEC

RS FEC

Faw Control

Intermupt Moderation

IWARP Delayed Ack

IWARP Recv Window Size (n KB)
IWARP TCP Timestamp

Jumba Packet

Lange Send Offioad V2 (IPw4)

Lange Send Offioad V2 (IPvE)

Link control v

Cocel

Figure 3-13. Setting the FEC Mode Property

This property is in effect only when Step 1 and Step 2 have been completed.

All FEC modes are not valid for each media; you must know the valid modes
for your specific media. If the wrong FEC mode value is set, the link goes

down.

Installing VMware Driver Software
This section describes the gedentv VMware ESXi driver for the 41000 Series

Adapters:

B VMware Drivers and Driver Packages

[ | Installing VMware Drivers

®  VMware NIC Driver Optional Parameters
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VMware Driver Parameter Defaults
Removing the VMware Driver
FCoE Support

iISCSI Support

VMware Drivers and Driver Packages
Table 3-5 lists the VMware ESXi drivers for the protocols.

Table 3-5. VMware Drivers

VMware Driver Description

gedentv

gedrntv
gedf
gedil
gedi

gedentv_ens

Native networking driver

Native RDMA-Offload (RoCE and RoCEv2) driver
Native FCoE-Offload driver

Legacy iSCSI-Offload driver

Native iSCSI-Offload driver (ESXi 6.7 and later)?

Enhanced Network Stack (ENS) poll mode driver
(PMD)

a8 For ESXi 6.7 and 7.0, the NIC, RoCE, FCoE, and iSCSI drivers have been combined as
a single component package. This package can be installed using standard ESXi
installation methods and commands.

The ESXi drivers are included as individual driver packages and are not bundled
together, except as noted.

The VMware drivers are available for download only from the VMware web site:

https://www.vmware.com/resources/compatibility/search.php?deviceCategory=io

&details=1&keyword=QL41&page=1&display interval=10&sortColumn=Partner&

sortOrder=Asc

Install individual drivers using either:

B Standard ESXi package installation commands (see Installing VMware

Drivers)

Procedures in the individual driver Read Me files

Procedures in the following VMware KB article:

https://kb.vmware.com/selfservice/microsites/search.do?language=en US&

cmd=displayKC&externalld=2137853
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You should install the NIC driver first, followed by the storage drivers.

Installing VMware Drivers
This section provides instructions for:
B “Installing or Upgrading the Standard Driver” on page 36
B “Installing the Enhanced Network Stack Poll Mode Driver” on page 37

Installing or Upgrading the Standard Driver

You can use the driver ZIP file to install a new driver or update an existing driver.
Be sure to install the entire driver set from the same driver ZIP file. Mixing drivers
from different ZIP files will cause problems.

To install the VMware driver:

1.  Download the VMware driver for the 41000 Series Adapter from the VMware
support page:

www.vmware.com/support.html

2.  Power up the ESX host, and then log into an account with administrator
authority.

3.  Use the Linux scp utility to copy the driver bundle from a local system into
the /tmp directory on an ESX server with IP address 10.10.10.10. For
example, issue the following command:

# scp gedentv-bundle-2.0.3.zip root@10.10.10.10:/tmp
You can place the file anywhere that is accessible to the ESX console shell.
4.  Place the host in maintenance mode by issuing the following command:

# esxcli --maintenance-mode

NOTE

The maximum number of supported gedentv Ethernet interfaces on an
ESXi host is 32 because the vmkernel allows only 32 interfaces to
register for management callback.
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5.  Select one of the following installation options:

O  Option 1: Install the driver bundle (which will install all of the driver
VIBs at one time) by issuing the following command:

# esxcli software vib install -d /tmp/gedentv-2.0.3.zip

0 Option 2: Install the .vib directly on an ESX server using either the
CLI or the VMware Update Manager (VUM). To do this, unzip the driver
ZIP file, and then extract the .vib file.

B Toinstall the .vib file using the CLI, issue the following
command. Be sure to specify the full .vib file path:

# esxcli software vib install -v /tmp/qgedentv-1.0.3.11-10EM.550.0.0.1331820.x86_64.vib

B Toinstallthe .vib file using the VUM, see the knowledge base
article here:

Updating an ESXI/ESX host using VMware vCenter Update
Manager 4.x and 5.x (1019545)

To upgrade the existing driver bundle:
u Issue the following command:

# esxcli software vib update -d /tmp/gedentv-bundle-2.0.3.zip

To upgrade an individual driver:

Follow the steps for a new installation (see To install the VMware driver), except
replace the command in Option 1 with the following:

# esxcli software vib update -v /tmp/gedentv-1.0.3.11-10EM.550.0.0.1331820.x86_64.vib

Installing the Enhanced Network Stack Poll Mode Driver

The Enhanced Network Stack (ENS) Poll Mode Driver (PMD) allows the 41000
Series Adapter to be used as a virtual NIC (vNIC) attached to an
NSX-Transformers (NSX-T) managed virtual distribution switch (N-VDS). The
ENS feature is supported on VMware ESXi 6.7. For more information about ENS,
see “WMware ESXi Enhanced Networking Stack Support” on page 320.

NOTE

Before installing the ENS driver, perform the steps in “Installing or Upgrading
the Standard Driver” on page 36 to install the NIC driver (gedentv).
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To install the PMD:

1. Install the ENS PMD (gedentv-ens) VMware installation bundle (VIB) by
issuing the following command:

esxcli software vib install -v /tmp/
gedentv-ens-3.40.2.1-10EM.670.0.0.8169922.x86_64.vib

2.  Reboot the host.
3.  Issue the following command and check the output:

[root@ens-iovp-host:~] esxcfg-nics -e

Name Driver ENS Capable ENS Driven MAC Address Description

vmnic4 gedentv True False 94:£1:28:04:9d:02 QLogic Corp. QLogic FastLinQ
QL41xxx 1/10/25 GbE Ethernet
Adapter

vmnic5 gedentv True False 94:£1:28:b4:9d:03 QLogic Corp. QLogic FastLinQ
QL41xxx 1/10/25 GbE Ethernet
Adapter

Ensure that the ENS capable field is setto True, indicating that the ENS
driver VIB is installed on that host.

In this example, the ENS Driven field is False, indicating that there is an
ENS driver VIB installed on that host. The interfaces are ENS capable, but
not ENS driven.

The ENS driver claims only the devices that are connected to the N-VDS
virtual switch (vSwitch).

4.  To make the interfaces ENS driven, configure the N-VDS switch using the
NSX-T manager, and then add these uplinks to that N-VDS switch by
following the instructions in “Installing and Configuring an ENS-capable
N-VDS” on page 322.

5.  After the uplinks are successfully added to the N-VDS switch, issue the
following command and check the output to ensure that ENS Driven is set

to True.
[root@ens-iovp-host:~] esxcfg-nics -e
Name Driver ENS Capable ENS Driven MAC Address Description
vmnic4 gedentv True True 94:£f1:28:04:9d:02 QLogic Corp. QLogic FastLinQ
QL4lxxx 1/10/25GbE
Ethernet Adapter
vmnic5 gedentv True True 94:£1:28:b4:9d:03 QLogic Corp. QLogic FastLinQ

QL41xxx 1/10/25GbE
Ethernet Adapter
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6. Issue the following command and check the output to ensure that the
VMware NIC interfaces are claimed by the ENS PMD, gedentv_ens.
[root@ens-iovp-host:~]esxcfg-nics-1 2020-05-27 08:53:45
Name PCI Driver Link Speed Duplex MAC Address MTU Description

vmnic4 0000:88:00.0 gedentv ens Up 25000Mbps Full 94:£f1:28:04:9d:02 1500 QLogic Corp.
QLogic FastLinQ QL41xxx 1/10/25 GbE Ethernet Adapter

vmnic5 0000:88:00.1 gedentv_ens Up 25000Mbps Full 94:£f1:28:04:9d:03 1500 QLogic Corp.
QLogic FastLinQ QL4lxxx 1/10/25 GbE Ethernet Adapter

VMware NIC Driver Optional Parameters

Table 3-6 describes the optional parameters that can be supplied as command
line arguments to the esxcfg-module command.

Table 3-6. VMware NIC Driver Optional Parameters

Parameter Description

hw_vlan Globally enables (1) or disables (0) hardware vLAN insertion and removal.
Disable this parameter when the upper layer needs to send or receive fully
formed packets. hw_vlan=1 is the default.

num_queues Specifies the number of TX/RX queue pairs. num_queues canbe 1-11 or
one of the following:

B -1 allows the driver to determine the optimal number of queue pairs
(default).

B 0 uses the default queue.

You can specify multiple values delimited by commas for multiport or multi-
function configurations.

multi rx filters Specifies the number of RX filters per RX queue, excluding the default
queue. multi rx filters canbe 1-4 orone of the following values:
B -1 uses the default number of RX filters per queue.

B (0 disables RX filters.

disable tpa Enables (0) or disables (1) the TPA (LRO) feature. disable tpa=0 isthe
default.
max vfs Specifies the number of virtual functions (VFs) per physical function (PF).

max vfs canbe 0 (disabled)or 64 VFs on a single port (enabled). The
64 VF maximum support for ESXi is an OS resource allocation constraint.
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Table 3-6. VMware NIC Driver Optional Parameters (Continued)

Parameter Description

RSS Specifies the number of receive side scaling queues used by the host or vir-
tual extensible LAN (VXLAN) tunneled traffic fora PF. RSs canbe 2, 3, 4,
or one of the following values:

B -1 uses the default number of queues.
B 0 or 1 disables RSS queues.

You can specify multiple values delimited by commas for multiport or multi-
function configurations.

debug Specifies the level of data that the driver records in the vmkernel log file.
debug can have the following values, shown in increasing amounts of data:

B 0x80000000 indicates Notice level.
B 0x40000000 indicates Information level (includes the Notice level).

B 0x3FFFFFFF indicates Verbose level for all driver submodules (includes
the Information and Notice levels).

auto fw reset Enables (1) or disables (0) the driver automatic firmware recovery capability.
When this parameter is enabled, the driver attempts to recover from events
such as transmit timeouts, firmware asserts, and adapter parity errors. The
defaultis auto fw reset=I1.

vxlan filter en Enables (1) or disables (0) the VXLAN filtering based on the outer MAC, the
inner MAC, and the VXLAN network (VNI), directly matching traffic to a spe-
cific queue. The defaultis vxlan filter en=1.You can specify multiple
values delimited by commas for multiport or multifunction configurations.

enable vxlan offld | Enables (1) ordisables (0)the VXLAN tunneled traffic checksum offload and
TCP segmentation offload (TSO) capability. The default is
enable vxlan offld=1. You can specify multiple values delimited by
commas for multiport or multifunction configurations.

VMware Driver Parameter Defaults
Table 3-7 lists the VMware driver parameter default values.

Table 3-7. VMware Driver Parameter Defaults

Parameter Default

Speed Autonegotiation with all speeds advertised. The speed
parameter must be the same on all ports. If auto-
negotiation is enabled on the device, all of the device
ports will use autonegotiation.
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Table 3-7. VMware Driver Parameter Defaults (Continued)

Parameter Default

Flow Control

MTU

Rx Ring Size
Tx Ring Size
MSI-X

Transmit Send Offload
(TSO)

Large Receive Offload
(LRO)

RSS

HW VLAN

Number of Queues
Wake on LAN (WoL)
multi rss

DRSS

Autonegotiation with RX and TX advertised

1,500 (range 46-9,600)
(ESXi 7.0 range 60-9,190)

8,192 (range 128-8,192)
8,192 (range 128-8,192)
Enabled

Enabled

Enabled

Enabled (four RX queues)

Enabled

Enabled (eight RX/TX queue pairs)

Disabled
Enabled

Enabled (four RX queues)

When the rss and Drss module parameters are used simultaneously, the
values provided to DRSS take precedence. In addition, both rRss and brss use
the value that was provided for DRSS.

To disable RSS on ESXi 6.7/7.0, disable both the multi rss and RsSs

parameters. For example:

esxcfg-module -s 'multi_rss=0 RSS=0,0' gedentv

On ESXi 6.7 or later, you can control the number of RSS engines by varying the

number of queues, as described in the following examples.
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Example 1. In this example, DRSS is disabled. (By default, four RSS queues are
used by drivers).

num_queues = 4-7 Enables one RSS engine
num_queues = 8-11 Enables two RSS engines
num_queues = 12-15 Enables three RSS engines

num_queues 16— maximum  Enables four RSS engines

Example 2. In this example, DRSS is enabled (that is, DrRss=4, 4).

num queues = 3-6 Enables one RSS engine
num_queues = 7-10 Enables two RSS engines
num_queues = 11-14 Enables three RSS engines

num_queues 15-maximum  Enables four RSS engines

Following are the maximum and minimum RSS engine and RSS queues that are
currently supported by the gedentv driver on ESXi 7.0:

Default number of RSS engines for a PF in single function mode

Default number of RSS engines for a PF in multifunction mode
Default number of secondary queues in an RSS engine =

Maximum number of secondary queues in an RSS engine =

o O w N A

Maximum number of total RSS queues in an RSS engine =
Maximum number of RX queues supported for a PF = 32

Maximum number of TX queues supported for a PF = 32

In multifunction mode (switch independent or switch dependent), the first four PFs
have the default number of RSS engines enabled if enough hardware or eCore
resources are available. On the remaining PFs, RSS is disabled.

In SRI-OV only configuration, the behavior the same as single function mode.
In SR-IOV over NPar configuration (switch independent or switch dependent),
RSS is disabled.

Removing the VMware Driver

To remove the .vib file (qedentv), issue the following command:

# esxcli software vib remove --vibname gedentv
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To remove the driver, issue the following command:

# vmkload mod -u gedentv

FCoE Support

The Marvell VMware FCoE qedf driver included in the VMware software package
supports Marvell FastLinQ FCoE converged network interface controllers
(C-NICs). The driver is a kernel-mode driver that provides a translation layer
between the VMware SCSI stack and the Marvell FCoE firmware and hardware.
The FCoE and DCB feature set is supported on VMware ESXi 5.0 and later.

To enable FCoE-Offload mode, see the Application Note, Enabling Storage
Offloads on Dell and Marvell FastLinQ 41000 Series Adapters at
https://www.marvell.com/documents/5aa5otcbkrOim3ynera3d/.

iISCSI Support

The Marvell VMware iSCSI gedil Host Bus Adapter (HBA) driver, similar to gedf, is
a kernel mode driver that provides a translation layer between the VMware SCSI
stack and the Marvell iSCSI firmware and hardware. The gedil driver leverages
the services provided by the VMware iscsid infrastructure for session
management and IP services.

To enable iISCSI-Offload mode, see the Application Note, Enabling Storage
Offloads on Dell and Marvell FastLinQ 41000 Series Adapters at
https://www.marvell.com/documents/5aa5otcbkrOim3ynera3d/.

NOTE

The iSCSI interface (iISCSI offload) supported by the 41000 Series Adapters
is a dependent hardware interface that relies on networking services, iSCSI
configuration, and management interfaces provided by VMware. The iSCSI
interface includes two components: a network adapter and an iSCSI engine
on the same interface. The iSCSI engine appears on the list of storage
adapters as an iSCSI adapter (vmhba). For services such as ARP and
DHCP needed by iSCSI, the iSCSI vmhba uses the services of the vmnic
device created by the qedil driver. The vmnic is a thin dummy
implementation intended to provide L2 functionality for iSCSI to operate.
This is not a comprehensive L2 solution. Do not use this implementation to
carry regular networking traffic; that is, do not assign this to a VM as a
network adapter. The actual NIC interfaces on the adapter will be claimed by
the gedentv driver, which is a fully-functional NIC driver. See the NOTE in
“iISCSI Offload in VMware ESXi” on page 221 for a list of iSCSI Offload
limitations.
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Installing Citrix Hypervisor Driver Software

This section describes how to install the Citrix driver on a XenServer operating
system using the driver update disk (DUD).

NOTE

The procedures in this section apply only to Citrix XenServer 8.2 and later
distributions.

These procedures use both the DUD and the OS installation disk.

To install the Citrix hypervisor driver:

1. Insert the XenServer installation CD and begin the installation in shell mode
(see Figure 3-14).

Figure 3-14. Starting in Shell Mode

2. When the system boots to shell mode, upload the inbox gede, ged, gedi,
and gedf drivers (see Figure 3-15).

B mudpru
Y jed
[rnoe Incalhnst Iz modp
nodprobe = FATAL: Rodu le
L root® |l nca | host B wmdpro

rrnosd  ged {

rankad |ibfcoc
cmnsd | 1bi e

rr ] =c=i tra

Figure 3-15. Installing the qede, qed, qedi, and qedf Drivers
3. Type exit, and then press ENTER, to return to the GUI installer.
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4. Insert the DUD CD/ISO. The GUI Welcome screen appears (see
Figure 3-16).

— Welcome to Citrix Hypervisor Setup |

This setup tool can be used to install or upgrade Citrix
Hypervisor on your system or restore your server from
backup. Installing Citrix Hypervisor will erase all data
on the disks selected for use.

Please make sure you have backed up any data you wish to
preserve before proceeding.

To load a device driver press <F9>.
To setup advanced storage classes press <F10>.

| Reboot i
| | |

Figure 3-16. Loading the Device Driver

Press F9 to load the driver.

The Load Repository window appears (see Figure 3-17.)

Figure 3-17. Locating the Device Driver

5. Click Use.

The Drivers Loaded window appears (see Figure 3-18).

Figure 3-18. Driver Installed Successfully
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6. Press ALT+F2 to return to shell mode, and then load the out-of-box (OOB)
driver (see Figure 3-19).

Figure 3-19. Loading the OOB Driver

7. Press ALT+F1 to return to the GUI installer, and then continue the
installation.

Do not remove the driver CD/ISO.
When prompted, skip the supplemental package installation.

When prompted, reboot the system after removing the OS installer CD and
the DUD.

The hypervisor should boot with the new driver installed.
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Upgrading the Firmware

This chapter provides information about upgrading the firmware using the Dell
Update Package (DUP).

The firmware DUP is a Flash update utility only; it is not used for adapter
configuration. You can run the firmware DUP by double-clicking the executable
file. Alternatively, you can run the firmware DUP from the command line with
several supported command line options.

B Running the DUP by Double-Clicking
B “Running the DUP from a Command Line” on page 49

B “Running the DUP Using the .bin File” on page 50 (Linux only)

Running the DUP by Double-Clicking

To run the firmware DUP by double-clicking the executable file:
1. Double-click the icon representing the firmware Dell Update Package file.

2.  The Dell Update Package splash screen appears, as shown in Figure 4-1.
Click Install to continue.

m OLogic Fastlind Metwark Adapter Dewvice Firrreaeare for Arrowvhead ad.,, — >

Release Title ~
QLogic FastLint) Hetwork Adapter Device Fimmerare for Arrowhead adapters. Test
COnly, 10.00.12, TP_¥12-01

Release Date
Jarmary 08, 2017

Rehoot Kequired
Tes

Description
This ENGINEERING 1elease pravides updated netaork controller fisnmarare for the

) . Copyright 2003
OLogic FastLin) (BCM 57w, BCM ST and 45xxx) Hetarork Adapters.

Dell, Ine.
Al rightz reserved.

Supported Device{z) W

P
Extract... | Install |

Figure 4-1. Dell Update Package: Splash Screen
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3. Follow the on-screen instructions. In the Warning dialog box, click Yes to

continue the installation.

The installer indicates that it is loading the new firmware, as shown in

Figure 4-2.

QOlogic FastlinQ Metwork Adapter Device Firrrweare for Arrowehe..,

Executing update... [Thiz process may take several minutes)
WARMING: DO NOT STOF THIS PROCESS OR INSTALL OTHER
PRODUCTS WHILE UPDATE IS IN PROGRESS.

THESE &CTIOMS May CAUSE YOUR SYSTEM TO BECOME
UMSTABLE!

Elapzed time: Om25s

Figure 4-2. Dell Update Package: Loading New Firmware

When complete, the installer indicates the result of the installation, as shown

in Figure 4-3.

Reboot

Dewvice: [0045] Ologic BCM37840 10 Gigabit Ethernet #45, Application: [0045] QLogic BCMS7840 10 Gigabit Ethernet #45
Update success,
Dewvice: [0212] QLlogic BCM37810 10 Gigabit Ethernet #212, Application: [0212] Qlogic BCM57810 10 Gigabit Ethernet #212
Update success,
Device: [0044] Ologic BCM37840 10 Gigabit Ethernet #44, Application: [0044] QLogic BCAM57840 10 Gigabit Ethernet #44
Update success,
Device: [0211] QLogic BCMI7E10 10 Gigabit Ethernet #211, Application: [0211] QLogic BCKMI7810 10 Gigabit Ethernet #211
Update success,
Device: [0046] OLogic BCM37840 10 Gigabit Ethernet #46, Application: [0046] OLogic BCM57840 10 Gigabit Ethernet #46
Update success,
Dewvice: [0043] Ologic BCM37840 10 Gigabit Ethernet #43, Application: [0043] OQLogic BCMS7840 10 Gigabit Ethernet #43
Update success,
Dewvice: [0214] Ologic Fastlind QL41162-DE 10GbE Adapter #214, Application: [0214] Qlogic FastlinG QL41162-DE 10GbE Adapter #214
Update success,
Dewvice: [0213] Qlogic Fastlind QL41162-DE 10GbE Adapter #213, Application: [0213] Qlogic Fastling QL41162-DE 10GbE Adapter #213
Update success,

The systern should be restarted for the update to take effect.
Would you like ta reboot your systern now?

Figure 4-3. Dell Update Package: Installation Results
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4. Click Yes to reboot the system.

5.  Click Finish to complete the installation, as shown in Figure 4-4.

w OLogic Fastlin® Metwork Adapter Device Firrmweare for Arrowhead ad..,  — >

ERelease Title ~
(Logie FastLint Netaork ddapter Device Finmrare for Arrowhead adapters. Test
Cnby, 100012, TP_X12-01

Release Date
Tarmary 06, 2017

Rehoot Reguired
Vas

Description
This ENGINEEFING release provides updated network controller firmmware for the Copyright 2003

QLogie FastLing (BCM 5w, BCM ST and 45:0x) Netarark Adapters. Dell Ine

Supporied icels) Y Al rights reserved.

T e T s rmAYEEAR AR T A
Extract... ‘ Finizh |

Figure 4-4. Dell Update Package: Finish Installation

Running the DUP from a Command Line

Running the firmware DUP from the command line, with no options specified,
results in the same behavior as double-clicking the DUP icon. Note that the actual

file name of the DUP will vary.

To run the firmware DUP from a command line:
B [ssue the following command:

C:\> Network Firmware 2T12N WN32 <version> X16.EXE
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Figure 4-5 shows the options that you can use to customize the Dell Update
Package installation.

x
N  Usage: <package name> [options...]
- Options:
/2, hor help : Display command line usage help
[for fforce : Forces a downgrade to an older version
(D)
Jcor [check : Determines if the update can be applied to
the system (1)(2)
/s or [silent : Execute the update package silently without
user intervention
Jr or jreboot : Reboot if necessary after the update (1)
N=<file> or flog=<file> : Append log messages to specified
ASCII file (1)
ju=<file> or fulog=<file> : Append log messages to spedfied
Unicode file (1)
fe=<path> or [extract=<path> : Extract files to spedified path
(1)
fior- : Fresh install when no previous version is
found (1)
(1) Must be used with /s or /silent

(2) Can NOT use (ff or fforce) with (fc or /check) option
(3) Can ONLY be used with (/s or /silent), (/ or flog), (fu or fulog)
options

Figure 4-5. DUP Command Line Options

Running the DUP Using the .bin File

The following procedure is supported only on Linux OSs with the following
minimum driver requirements:

B ged Linux driver version 8.3.4.0 and later
B gede Linux driver version 8.3.4.0 and later

B gede (inbox) Linux driver version 8.33.0.20 on RHEL 7.6, RHEL 8.0,
SLES 12.4, SLES 15.1, and later

To update the DUP using the .bin file:

1. Copy the Network Firmware NJCX1 LN X.Y.z.BIN file to the system or
server.

2. Change the file type into an executable file as follows:

chmod 777 Network Firmware NJ CX1_LN_X .Y.Z.BIN
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3.  To start the update process, issue the following command:

./Network Firmware NJCX1l LN X.Y.Z.BIN
4.  After the firmware is updated, reboot the system.

Example output from the SUT during the DUP update:
./Network Firmware NJCX1 LN 08.07.26.BIN
Collecting inventory...
Running validation...
BCM57810 10 Gigabit Ethernet rev 10 (p2pl)

The version of this Update Package is the same as the currently installed
version.

Software application name: BCM57810 10 Gigabit Ethernet rev 10 (p2pl)
Package version: 08.07.26

Installed version: 08.07.26

BCM57810 10 Gigabit Ethernet rev 10 (p2p2)

The version of this Update Package is the same as the currently installed
version.

Software application name: BCM57810 10 Gigabit Ethernet rev 10 (p2p2)
Package version: 08.07.26

Installed version: 08.07.26

Continue? Y/N:Y

Y entered; update was forced by user

Executing update...

WARNING: DO NOT STOP THIS PROCESS OR INSTALL OTHER DELL PRODUCTS WHILE UPDATE
IS IN PROGRESS.

THESE ACTIONS MAY CAUSE YOUR SYSTEM TO BECOME UNSTABLE!

Device: BCM57810 10 Gigabit Ethernet rev 10 (p2pl)
Application: BCM57810 10 Gigabit Ethernet rev 10 (p2pl)
Update success.

Device: BCM57810 10 Gigabit Ethernet rev 10 (p2p2)
Application: BCM57810 10 Gigabit Ethernet rev 10 (p2p2)
Update success.

Would you like to reboot your system now?

Continue? Y/N:Y
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5 Adapter Preboot
Configuration

During the host boot process, you have the opportunity to pause and perform
adapter management tasks using the Human Infrastructure Interface (Hll)
application. These tasks include the following:

“Getting Started” on page 53

“Displaying Firmware Image Properties” on page 60
“Configuring Device-level Parameters” on page 61
“Configuring NIC Parameters” on page 62
“Configuring Data Center Bridging” on page 65
“Configuring FCoE Boot” on page 67

“Configuring iSCSI Boot” on page 68

“Configuring Partitions” on page 73

NOTE

The HII screen shots in this chapter are representative and may not match
the screens that you see on your system.
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Getting Started

To start the HIl application:

1. Open the System Setup window for your platform. For information about
launching the System Setup, consult the user guide for your system.

2. Inthe System Setup window (Figure 5-1), select Device Settings, and then
press ENTER.

System Setup

System Setup Main Menu

System BIOS
IDRAC Settings

Device Settings

Figure 5-1. System Setup

3. Inthe Device Settings window (Figure 5-2), select the 41000 Series Adapter
port that you want to configure, and then press ENTER.

System Setup

Device Settings

MNIC in Slot 3 Port 1: Qlogic 10GE 2P QLANME2HxRJ-DE Adapter - 00:00:1E:D5:DF:80

MNIC in Slot 3 Port 2: QLogic 10GE 2P AL41162HxRJ-DE Adapter - 00:00:1E:DS:DF:31

Please note: Only devices which conform to the Human Interface Infrastructure (Hily in the UEFI
Specification are displayed in this menu.

” Configuration interface for Qlogic 10GE 2P QLAN62HxRJ-DE Adapter

Figure 5-2. System Setup: Device Settings
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The Main Configuration Page (Figure 5-3) presents the adapter
management options where you can set the partitioning mode.

Main Configuration Page

Firmware Image Froperties

Device Level Configuration

MIZ Configuration

Data Center Bridging (DCE) Settings

Device MNams

Chip Type

Pl Device ID

Pl Address
Blink LEDs

Link Status

MAC Address

Virtual MAC Address

Qlogic WGE 2P ALANME2H=xRJ-DE Adapter

BCMSTI40S A2
8070
86:00

0

Connected
00:0EME:DZF8TE
00:00:00:00:00:00

Figure 5-3. Main Configuration Page

4. Under Device Level Configuration, set the Partitioning Mode to NPAR to
add the NIC Partitioning Configuration option to the Main Configuration

Page, as shown in Figure 5-4.

NOTE

NPar is not available on ports with a maximum speed of 1G.

Main Configuration Page

Firmware Image Properties

Device Level Configuration

MIC Configuration

Data Center Bridging (DCE) Settings

MIC Partitioning Configuration

Device Name

Qlogic 10GE 2P AL41162HxRJ-DE Adapter

Figure 5-4. Main Configuration Page, Setting Partitioning Mode to NPar

In Figure 5-3 and Figure 5-4, the Main Configuration Page shows the following:

u Firmware Image Properties (see “Displaying Firmware Image Properties”

on page 60)
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Device Level Configuration (see “Configuring Device-level Parameters” on
page 61)

NIC Configuration (see “Configuring NIC Parameters” on page 62)
iSCSI Configuration (if iSCSI remote boot is allowed by enabling iSCSI

offload in NPar mode on the port’s third partition) (see “Configuring iSCSI
Boot” on page 68)

FCoE Configuration (if FCoE boot from SAN is allowed by enabling FCoE
offload in NPar mode on the port’s second partition) (see “Configuring FCoE
Boot” on page 67)

Data Center Bridging (DCB) Settings (see “Configuring Data Center
Bridging” on page 65)

NIC Partitioning Configuration (if NPAR is selected on the Device Level
Configuration page) (see “Configuring Partitions” on page 73)

In addition, the Main Configuration Page presents the adapter properties listed in

Table 5-1.

Table 5-1. Adapter Properties

Adapter Property Description

Device Name

Chip Type

PCI Device ID

PCI Address

Blink LEDs

Link Status

MAC Address

Virtual MAC Address

iISCSI MAC Address@

iSCSI Virtual MAC
Address @

FCoE MAC AddressP

FCoE Virtual MAC
Address P

Factory-assigned device name

ASIC version

Unique vendor-specific PCI device ID

PCI device address in bus-device function format
User-defined blink count for the port LED

External link status

Manufacturer-assigned permanent device MAC address
User-defined device MAC address

Manufacturer-assigned permanent device iSCSI Offload
MAC address

User-defined device iSCSI Offload MAC address

Manufacturer-assigned permanent device FCoE Offload
MAC address

User-defined device FCoE Offload MAC address
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Table 5-1. Adapter Properties (Continued)

Adapter Property Description

FCoE WWPN b Manufacturer-assigned permanent device FCoE Offload
WWPN (world wide port name)

FCoE Virtual WWPN b User-defined device FCoE Offload WWPN

FCoE WWNN b Manufacturer-assigned permanent device FCoE Offload
WWNN (world wide node name)

FCoE Virtual WWNN b User-defined device FCoE Offload WWNN

aThis property is visible only if iISCSI Offload is enabled on the NIC Partitioning Configuration page.
b This property is visible only if FCoE Offload is enabled on the NIC Partitioning Configuration page.

Default NPar/NParEP Mode Numbering

The 41000 Series Adapter uses the following PCI Bus:Device.Function numbering
and MAC Addressing for Dual Port (Table 5-2 and Table 5-3) and Quad Port
modes (Table 5-4 and Table 5-5). The MAC addresses do not normally not start
at ....00, but is shown as such in these examples to make the MAC address
incrementation more obvious. The aa:bb:cc:dd:ee:XX numbering are place
holders for the actual values. The PCI Bus:Device.Function numbering normally
has the Device number as 00 or 01, while the Function numbering always starts
at 00, and increments from there.

Table 5-2. Dual-Port QL41xx2 Default Mode

Allowed Mode Ethernet PF DCBX LLDP?2

Bus:Device.Function Numbering xx:00.00
MAC Addressing aa.bb.cc.dd.ee.00 | aa.bb.cc.dd.ee.10
Bus:Device.Function Numbering xx:00.01
MAC Addressing aa.bb.cc.dd.ee.01 | aa.bb.cc.dd.ee.11

2 DCB mode only
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Table 5-3. Dual-Port QL41xx2 NParEP Mode

Partition Number 3 52 62 72 82
Disabled or Disabled or
Ethernet Ethernet or Ethernet or Disabled or Disabled or Disabled or Disabled or Disabled or DCBX
Allowed Mode iSCSI- Ethernet Ethernet Ethernet Ethernet Ethernet 5
y oad PF PF PF PF PF
Offload® PF PE
Bus:Device. xx:00.00 xx:00.02 xx:00.04 xx:00.06 xx:01.00 xx:01.02 xx:01.04 xx:01.06 —
Function
Pgrt Numbering
MAC aa.bb.cc.dd.ee.00 | aa.bb.cc.dd.ee.02 | aa.bb.cc.dd.ee.04 | aa.bb.cc.dd.ee.06 | aa.bb.cc.dd.ee.08 | aa.bb.cc.dd.ee.0a | aa.bb.cc.dd.ee.Oc | aa.bb.cc.dd.ee.0e | aa.bb.cc.dd.ee.10
Addressing
Bus:Device. xx:00.01 xx:00.03 xx:00.05 xx:00.07 xx:01.01 xx:01.03 xx:01.05 xx:01.07 —
Function
P<1>rt Numbering
MAC aa.bb.cc.dd.ee.01 | aa.bb.cc.dd.ee.03 | aa.bb.cc.dd.ee.05 | aa.bb.cc.dd.ee.07 | aa.bb.cc.dd.ee.09 | aa.bb.cc.dd.ee.Ob | aa.bb.cc.dd.ee.0d | aa.bb.cc.dd.ee.0f | aa.bb.cc.dd.ee.11
Addressing
21n NPar (four PFs per physical port) mode, these are hidden.
b CNA only
¢ DCB mode only
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Table 5-4. Quad-Port QL41xx4 Default Mode

Allowed Mode

Ethernet PF

DCBX LLDP2

Bus:Device.Function

Pgrt Numbering

MAC Addressing

Bus:Device.Function
P?ﬂ Numbering

MAC Addressing

Bus:Device.Function
PCZN't Numbering

MAC Addressing

Bus:Device.Function
Pgrt Numbering

MAC Addressing

xx:00.00

aa.bb.cc.dd.ee.00
xx:00.01

aa.bb.cc.dd.ee.01
xx:00.02

aa.bb.cc.dd.ee.02
xx:00.03

aa.bb.cc.dd.ee.03

aa.bb.cc.dd.ee.10

aa.bb.cc.dd.ee.11

aa.bb.cc.dd.ee.12

aa.bb.cc.dd.ee.13

2 DCB mode only
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Partition Number

Table 5-5. Quad-Port QL41xx4 NParEP Mode

Ethernet PF

p

Disabled or Ethernet or
(FCoE-Offload or
iSCSI-Offload)® PF

38

Disabled or
Ethernet PF

4a

Disabled or
Ethernet PF

DCBX LLDP¢

Bus:Device.Function
Pgrt Numbering

MAC Addressing

Bus:Device.Function
P('I)rt Numbering

MAC Addressing

Bus:Device.Function
P<2)rt Numbering

MAC Addressing

Bus:Device.Function
Pgrt Numbering

MAC Addressing

xx:00.00

aa.bb.cc.dd.ee.00
xx:00.01

aa.bb.cc.dd.ee.01
xx:00.02

aa.bb.cc.dd.ee.02

xx:00.03

aa.bb.cc.dd.ee.03

xx:00.04

aa.bb.cc.dd.ee.04
xx:00.05

aa.bb.cc.dd.ee.05
xx:00.06

aa.bb.cc.dd.ee.06

xx:00.07

aa.bb.cc.dd.ee.07

xx:01.00

aa.bb.cc.dd.ee.08
xx:01.01

aa.bb.cc.dd.ee.09
xx:01.02

aa.bb.cc.dd.ee.Oa

xx:01.03

aa.bb.cc.dd.ee.Ob

xx:01.04

aa.bb.cc.dd.ee.Oc

xx:01.05

aa.bb.cc.dd.ee.Od
xx:01.06

aa.bb.cc.dd.ee.Oe

xx:01.07

aa.bb.cc.dd.ee.Of

aa.bb.cc.dd.ee.10

aa.bb.cc.dd.ee.11

aa.bb.cc.dd.ee.12

aa.bb.cc.dd.ee.13

On 2x1GBASE-T (RJ-45) plus 2x10G or 10G/25G interfaced rack NDCs (QL41624HMCU and QL41264HMRJ), the two 1GBASE-T ports (3 and 4) have only a
single Ethernet PF (the other PFs are hidden).

2n NPar (two PFs per physical port), these are hidden.

b CNA only
¢ DCB mode only
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PCI Device IDs
The 41000 Series Adapter uses the PCI device IDs in Table 5-6.

Table 5-6. QL41xxx PCI Device IDs

Ethernet? 0x8070

Function FCoE-Offload 0x8080
Type iSCSI-Offload 0x8084
SR-IOV VF 0x8090

a2 RDMA-Offload (RoCE/iIWARP) is under Ethernet

Displaying Firmware Image Properties

To view the properties for the firmware image, select Firmware Image Properties
on the Main Configuration Page, and then press ENTER. The Firmware Image
Properties page (Figure 5-5) specifies the following view-only data:

u Family Firmware Version is the multiboot image version, which comprises
several firmware component images.

u MBI Version is the Marvell FastLinQ bundle image version that is active on
the device.

Controller BIOS Version is the management firmware version.
EFI Driver Version is the extensible firmware interface (EFI) driver version.

L2B Firmware Version is the NIC offload firmware version for boot.

Main Configuration Page « Firmware Image Properties

Family Firmiware Version 15.15.04
MEI Yersion 15.15.01
Controller BIOS Yersion 08.52.10.00
EFI Version 02.01.10.03
L2B Firmware Version 08.33.01.00

Figure 5-5. Firmware Image Properties
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Configuring Device-level Parameters
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NOTE

The iSCSI physical functions (PFs) are listed when the iSCSI Offload feature
is enabled in NPar mode only. The FCoE PFs are listed when the FCoE
Offload feature is enabled in NPar mode only. Not all adapter models
support iISCSI Offload and FCoE Offload. Only one offload can be enabled
per port, and only in NPar mode.

Device-level configuration includes the following parameters:

[ ] Virtualization Mode
[ ] NParEP Mode

To configure device-level parameters:

1. On the Main Configuration Page, select Device Level Configuration (see
Figure 5-3 on page 54), and then press ENTER.

2. Onthe Device Level Configuration page, select values for the device-level
parameters, as shown in Figure 5-6.

Main Configuration Page « Device Level Configuration

Virtualization Mode e (NPr + SR-I0V
NParEP Mode @ Enabled O Disabled

Figure 5-6. Device Level Configuration

NOTE

QL41264HMCU-DE (part number 5V6Y4) and QL41264HMRJ-DE
(part number OD1WT) adapters show support for NPar, SR-IOV and
NParEP in the Device Level Configuration, though these features are
not supported on 1Gbps ports 3 and 4.

3.  For Virtualization Mode, select one of the following modes to apply to all

adapter ports:

O None (default) specifies that no virtualization mode is enabled.

O NPar sets the adapter to switch-independent NIC partitioning mode.
0 SR-IOV sets the adapter to SR-IOV mode.

U NPar + SR-I0V sets the adapter to SR-IOV over NPar mode.
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4. NParEP Mode configures the maximum quantity of partitions per adapter.
This parameter is visible when you select either NPar or NPar + SR-IOV as
the Virtualization Mode in Step 2.

0  Enabled allows you to configure up to 16 partitions per adapter.
O Disabled allows you to configures up to 8 partitions per adapter.

Click Back.

When prompted, click Yes to save the changes. Changes take effect after a
system reset.

Configuring NIC Parameters

January 29, 2021

NIC configuration includes setting the following parameters:

Link Speed

NIC + RDMA Mode
RDMA Protocol Support
Boot Mode

FEC Mode

Energy Efficient Ethernet
Virtual LAN Mode

Virtual LAN ID

To configure NIC parameters:

1. On the Main Configuration Page, select NIC Configuration (Figure 5-3 on
page 54), and then click Finish.

Figure 5-7 shows the NIC Configuration page.

Main Configuration Page + NIC Configuration
Link Speed @ Auto Negotiated O 1Ghbps O10Ghbps O 25Ghbps O SmartAN
NIC + RDMA Mode @ Enabled O Disabled
RDMA Protocol Support @ RoCE O IWARP O IWARP + RoCE
Boot Mode O PXE @ ISCSI 1 Disabled
Energy Efficient Ethernet ‘Optima\ Fower and Perfarmance
Virtual LAN Mode 3 Enabled @ Disabled
Virtual LAN 1D [

Figure 5-7. NIC Configuration
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2.  Select one of the following Link Speed options for the selected port. Not all
speed selections are available on all adapters.

Q0  Auto Negotiated enables Auto Negotiation mode on the port. FEC
mode selection is not available for this speed mode.

0 1 Gbps enables 1GbE fixed speed mode on the port. This mode is
intended only for 1GbE interfaces and should not be configured for
adapter interfaces that operate at other speeds. FEC mode selection is
not available for this speed mode. This mode is not available on all
adapters.

0 10 Gbps enables 10GbE fixed speed mode on the port. This mode is
not available on all adapters.

0 25 Gbps enables 25GbE fixed speed mode on the port. This mode is
not available on all adapters.

O  SmartAN (Default) enables FastLinQ SmartAN™ link speed mode on
the port. No FEC mode selection is available for this speed mode. The
SmartAN setting cycles through all possible link speeds and FEC
modes until a link is established. This mode is intended for use only
with 25G interfaces. This mode is not available on all adapters.

3. For NIC + RDMA Mode, select either Enabled or Disabled for RDMA on
the port. This setting applies to all partitions of the port, if in NPar mode.

4. FEC Mode is visible when 25 Gbps fixed speed mode is selected as the
Link Speed in Step 2. For FEC Mode, select one of the following options.
Not all FEC modes are available on all adapters.

W None disables all FEC modes.

U  Fire Code enables Fire Code (BASE-R) FEC mode.
1 Reed Solomon enables Reed Solomon FEC mode.
a

Auto enables the port to cycle through None, Fire Code, and Reed
Solomon FEC modes (at that link speed) in a round-robin fashion,
until a link is established.

5.  The RDMA Protocol Support setting applies to all partitions of the port, if in
NPar mode. This setting appears if the NIC + RDMA Mode in Step 3 is set to
Enabled. RDMA Protocol Support options include the following:

0 RoCE enables RoCE mode on this port.
O iWARP enables iWARP mode on this port.

0 iWARP + RoCE enables iWARP and RoCE modes on this port. This is
the default. Additional configuration for Linux is required for this option
as described in “Configuring iWARP and RoCE” on page 191.
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6. For Boot Mode, select one of the following values:
O PXE enables PXE boot.

U  FCoE enables FCoE boot from SAN over the hardware offload
pathway. The FCoE mode is available only if FCoE Offload is enabled
on the second partition in NPar mode (see “Configuring Partitions” on
page 73).

U iSCSI enables iSCSI remote boot over the hardware offload pathway.
The iSCSI mode is available only if iISCSI Offload is enabled on the
third partition in NPar mode (see “Configuring Partitions” on page 73).

U Disabled prevents this port from being used as a remote boot source.

7. The Energy Efficient Ethernet (EEE) parameter is visible only on
100BASE-T or 10GBASE-T RJ45 interfaced adapters. Select from the
following EEE options:

O Disabled disables EEE on this port.

0 Optimal Power and Performance enables EEE in optimal power and
performance mode on this port.

0 Maximum Power Savings enables EEE in maximum power savings
mode on this port.

U Maximum Performance enables EEE in maximum performance
mode on this port.

8.  The Virtual LAN Mode parameter applies to the entire port when in PXE
remote install mode. It is not persistent after a PXE remote install finishes.
Select from the following vLAN options:

U  Enabled enables vLAN mode on this port for PXE remote install mode.
U Disabled disables vVLAN mode on this port.
9. The Virtual LAN ID parameter specifies the vLAN tag ID to be used on this

port for PXE remote install mode. This setting applies only when Virtual
LAN Mode is enabled in the previous step.

10. Click Back.

11.  When prompted, click Yes to save the changes. Changes take effect after a
system reset.
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To configure the port to use RDMA:

NOTE

Follow these steps to enable RDMA on all partitions of an NPar mode port.

Set NIC + RDMA Mode to Enabled.
Click Back.

When prompted, click Yes to save the changes. Changes take effect after a
system reset.

To configure the port's boot mode:

1.
2.
3.

For a UEFI PXE remote installation, select PXE as the Boot Mode.
Click Back.

When prompted, click Yes to save the changes. Changes take effect after a
system reset.

To configure the port’s PXE remote install to use a vLAN:

NOTE
This VLAN is not persistent after the PXE remote install is finished.

A

Set the Virtual LAN Mode to Enabled.
In the Virtual LAN ID box, enter the number to be used.
Click Back.

When prompted, click Yes to save the changes. Changes take effect after a
system reset.

Configuring Data Center Bridging

The data center bridging (DCB) settings comprise the DCBX protocol and the
RoCE priority.

January 29, 2021

To configure the DCB settings:

1.

On the Main Configuration Page (Figure 5-3 on page 54), select Data
Center Bridging (DCB) Settings, and then click Finish.

On the Data Center Bridging (DCB) Settings page (Figure 5-8), select the
appropriate DCBX Protocol option:

U Disabled disables DCBX on this port.
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O CEE enables the legacy Converged Enhanced Ethernet (CEE)
protocol DCBX mode on this port.

O IEEE enables the IEEE DCBX protocol on this port.

0 Dynamic enables dynamic application of either the CEE or IEEE
protocol to match the attached link partner.

3.  On the Data Center Bridging (DCB) Settings page, enter the RoCE v1
Priority as a value from 0-7. This setting indicates the DCB traffic class
priority number used for RoCE traffic and should match the number used by
the DCB-enabled switching network for RoCE traffic. Typically, 0 is used for
the default lossy traffic class, 3 is used for the FCoE traffic class, and 4 is
used for the lossless iISCSI-TLV over DCB traffic class.

Main Configuration Page + Data Center Bridging (DCB) Settings

DICE R [P E]| e | s s
ROCE V1 POy o oot s 0

Figure 5-8. System Setup: Data Center Bridging (DCB) Settings
4. Click Back.

5. When prompted, click Yes to save the changes. Changes take effect after a
system reset.

NOTE

When DCBX is enabled, the adapter periodically sends link layer discovery
protocol (LLDP) packets with a dedicated unicast address that serves as the
source MAC address. This LLDP MAC address is different from the
factory-assigned adapter Ethernet MAC address. If you examine the MAC
address table for the switch port that is connected to the adapter, you will
see two MAC addresses: one for LLDP packets and one for the adapter
Ethernet interface.
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Configuring FCoE Boot

NOTE

The FCoE Boot Configuration Menu is only visible if FCoE Offload Mode is
enabled on the second partition in NPar mode (see Figure 5-18 on page 76).
It is not visible in non-NPar mode.

On QL41164Hxxx quad-port adapters, FCoE and iSCSI storage offloads are
only enabled on partition 2.

To enable FCoE-Offload mode, see the Application Note, Enabling Storage
Offloads on Dell and Marvell FastLinQ 41000 Series Adapters at
https://www.marvell.com/documents/5aa5otcbkrOim3ynera3/.

To configure the FCoE boot configuration parameters:

1. On the Main Configuration Page, select FCoE Boot Configuration Menu,
and then select the following as needed:

U  FCoE General Parameters (Figure 5-9)
U  FCoE Target Configuration (Figure 5-10)
Press ENTER.

Choose values for the FCoE General or FCoE Target Configuration
parameters.

Main Configuration Page « FCoE Configuration « FCoE General Parameters

Fabric Discovery Retry COURE «ww s |5|
LUN Busy Retry Count ‘5

Figure 5-9. FCoE General Parameters
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DGLLEMC

Help | About | Exit

NIC in Slot 1 Port 2: QlLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E-EF0:34:6F

Main Configuration Page « FCoE Configuration

FCoE General Parameters

]

Virtual LAN ID o

Connect 1 @ Enabled O Disabled
W0r|d W|de POrt Name Target 1 ...................................................... IQOTOOOCOFF']BngFBl
Boot LUN 1 [0

Connect 2 © Enabled @ Disabled
Wor|d W|de Port Name Tal’get 2 ..................................................... ‘OOOODDOOOODDOOOO
Boat LN 2 [

Connect 3 < Enabled @ Disabled
World Wide Port Name Target 3 \OO:OO:OO:OO:OO:OO:OO:OO

“ Specify the Warld Wide Part Name (WWEN) of the first FCoE storage target.

Figure 5-10. FCoE Target Configuration
4. Click Back.

5. When prompted, click Yes to save the changes. Changes take effect after a

system reset.

Configuring iSCSI Boot

NOTE

The iSCSI Boot Configuration Menu is only visible if iSCSI Offload Mode is
enabled on the third partition in NPar mode (see Figure 5-19 on page 77). It

is not visible in non-NPar mode.

On QL41164Hxxx quad-port adapters, FCoE and iSCSI storage offloads are

only enabled on partition 2.

To enable FCoE-Offload mode, see the Application Note, Enabling Storage
Offloads on Dell and Marvell FastLinQ 41000 Series Adapters at

https://www.marvell.com/documents/5aa5otcbkrOim3ynera3/.
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To configure the iISCSI boot configuration parameters:

1. On the Main Configuration Page, select iSCSI Boot Configuration Menu,
and then select one of the following options:

0  iSCSI General Configuration

O iSCSI Initiator Configuration

O  iSCSI First Target Configuration

U  iSCSI Second Target Configuration

Press ENTER.
Choose values for the appropriate iISCSI configuration parameters:
O  iSCSI General Parameters (Figure 5-11 on page 70)

TCP/IP Parameters Via DHCP
iSCSI Parameters Via DHCP
CHAP Authentication

CHAP Mutual Authentication
IP Version

ARP Redirect

DHCP Request Timeout
Target Login Timeout

DHCP Vendor ID

U iSCSIl Initiator Parameters (Figure 5-12 on page 71)

IPv4 Address

IPv4 Subnet Mask
IPv4 Default Gateway
IPv4 Primary DNS
IPv4 Secondary DNS
VLAN ID

iISCSI Name

CHAP ID

CHAP Secret

O iSCSI First Target Parameters (Figure 5-13 on page 71)

Connect
IPv4 Address
TCP Port
Boot LUN
iSCSI Name
CHAP ID
CHAP Secret

Doc. No. AH0054602-00 Rev. X
January 29, 2021 Page 69 Copyright © 2021 Marvell



5—Adapter Preboot Configuration

Configuring iISCSI Boot

January 29, 2021

iSCSI Second Target Parameters (Figure 5-14 on page 72)

Connect
IPv4 Address
TCP Port
Boot LUN
iSCSI Name
CHAP ID
CHAP Secret

4. Click Back.

5. When prompted, click Yes to save the changes. Changes take effect after a
system reset.

Help | About | Exit

NIC in Slot 1Port 1 Qlogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E:1EF0:34:6E

Main Configuration Page « iSCSI Configuration « iSCSl General Parameters

TCPIP Parameters via DHCP
ISCSI Parameters via DHCP

» Disabled

CHAP Authentication

IP Version

CHAP Wutual Authentication

DHCP Yendor ID

@ Disabled
@ Disabled
@ [Pv4

@ Disabled

HEA Boot Mode

Virtual LAN 1D

[QLGC ISAN
© Disabled

Virtual LAN Mode

o

l This option is specific to IPv4. Controls the source of the initiator IP address, DHCP or

static assignment.

@ Disabled

Figure 5-11. iSCSI General Parameters
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Help | About | Exit

NIC in Slot 1Port 1 Qlogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E:1EF0:34:6E

Main Configuration Page « iSCSI Configuration « iSCSI Initiator Parameters

IPwd Address

Subnet Mask

IPv4 Default Gateway

P4 Primary DNS
IPv4 Secondary DNS

ISCSI Mame

CHAF ID

CHAP Secret

[192.168.100.145

[255.255.255.0

[0.0.0.0

[0.0.0.0

[o.0.0.0

|\qn.1994-02.com.q\og\c.\scsw:fasthnqboot|

” Specify the ISCS| Qualified Mame [JQN) of the initiator.

Help | About | Exit

NIC in Slot 1Port 1 Qlogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E:1EF0:34:6E

Main Configuration Page « iSCSI Configuration « iSCSI First Target Parameters

Cannect
IPwd Address

TCP Port

Boot LIUN
ISCSI Mame

CHAPR ID

CHAP Secret

” Specify the IPV4 address of the first ISCSI target.

» Disabled @ Enabled

[16Z-168.100.9]

[3260

1

|iqn.2002-03.com.compellent:5000d31000ee1246

Figure 5-13. iSCSI First Target Parameters
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DEALEMC  System Setup

NIC in Slot 1Port 1 Qlogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E:1EF0:34:6E

Main Configuration Page + iSCSI Configuration + iSCS| Second Target Parameters

Connect

IPvd Address
TCP Port

Boot LUN
ISCSI MName

CHAP ID

CHAP Secret

@ Disabled O Enabled
[0.0.0.0

[3260

[2

I

|

|

0 Specify the ISCSI Qualified Mame {IQN) of the second ISCSI storage target.

Figure 5-14. iSCSI Second Target Parameters
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Configuring Partitions

You can configure bandwidth ranges for each partition on the adapter.

January 29, 2021

To configure the maximum and minimum bandwidth allocations:

1. On the Main Configuration Page, select NIC Partitioning Configuration,

and then press ENTER.

2. On the Partitions Configuration page (Figure 5-15), select Global

Bandwidth Allocation.

Global Bandwidth Allocation

Fartition 1
Fartition 2

Fartition 3

Fartition 4

Fartition 5

Fartition 6
Fartition 7

Fartition 8

Fartition 1 Configuration

Fartition 2 Configuration

Fartition 3 Configuration

Fartition 4 Configuration

Fartition 5 Configuration

Fartition 6 Configuration

Fartition 7 Configuration

Fartition & Configuration

Main Configuration Page + NIC Partitioning Configuration

Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled

Figure 5-15. NIC Partitioning Configuration, Global Bandwidth Allocation
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3.  On the Global Bandwidth Allocation page (Figure 5-16), click each partition
minimum and maximum TX bandwidth field for which you want to allocate
bandwidth. There are eight partitions per port in dual-port mode.

Main Configuration Page « NIC Partitioning Configuration « Global Bandwidth Allocation

Partition 1 Minimum TX Bandwidth oo, |0|
Partition 2 Minimum T Bandwidth 0
Partition 3 Minimum T Bandwidth - e ()
Partition 4 Minimumn TX Bandwidth - 0
Partition 5 Minimum T3 Bandwicth - ()
Partition & Minimum TX Bandwidth 0
Partition 7 Minimum T3¢ Bandwidth -« ()
Partition & Minimum T3 Bandwidth -« e |
Partition 1 Maximum T X Bandwidth - 100
Partition 2 Maximum T X Bandwidth - 100
Partition 3 Maximum TX Bandwidth e 00

= Minimum Bandwidth represents the minimurm transmit bandwidth of the partition as
percentage of the full physical port link speed. The Minimum ... (Press <F1= for more help)

Figure 5-16. Global Bandwidth Allocation Page

O  Partition n Minimum TX Bandwidth is the minimum transmit
bandwidth of the selected partition expressed as a percentage of the
maximum physical port link speed. Values can be 0—-100. When DCBX
ETS mode is enabled, the per-traffic class DCBX ETS minimum
bandwidth value is used simultaneously with the per-partition minimum
TX bandwidth value.The total of the minimum TX bandwidth values of
all partitions on a single port must equal 100 or be all zeros.

Setting the TX minimum bandwidth to all zeros is similar to equally
dividing the available bandwidth over every active partition; however,
the bandwidth is dynamically allocated over all actively sending
partitions. A zero value (when one or more of the other values are set
to a non-zero value) allocates a minimum of one percent to that
partition, when congestion (from all of the partitions) is restricting TX
bandwidth.

d  Partition n Maximum TX Bandwidth is the maximum transmit
bandwidth of the selected partition expressed as a percentage of the
maximum physical port link speed. Values can be 1-100. The
per-partition maximum TX bandwidth value applies regardless of the
DCBX ETS mode setting.

Type a value in each selected field, and then click Back.
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4.  When prompted, click Yes to save the changes. Changes take effect after a
system reset.

To configure partitions:

1. To examine a specific partition configuration, on the NIC Partitioning
Configuration page (Figure 5-15 on page 73), select Partition n
Configuration. If NParEP is not enabled, only four partitions exist per port.

2. To configure the first partition, select Partition 1 Configuration to open the
Partition 1 Configuration page (Figure 5-17), which shows the following

parameters:

U NIC Mode (always enabled)
U PCI Device ID

U PCI (bus) Address

0 MAC Address

Q  Virtual MAC Address

If NParEP is not enabled, only four partitions per port are available. On
non-offload-capable adapters, the FCoE Mode and iSCSI Mode options
and information are not displayed.

Main Configuration Page + NIC Partitioning Configuration « Partition 1 Configuration
MNIC Mode Enabled
PCl Device ID 8070
PCI Address 86:00
MAC Address 00:0ENE:DSFET6
Virtual MAC Address 00:00:00:00:00:00

Figure 5-17. Partition 1 Configuration

3.  To configure the second partition, select Partition 2 Configuration to open
the Partition 2 Configuration page. If FCoE Offload is present, the Partition 2
Configuration (Figure 5-18) shows the following parameters:

U NIC Mode enables or disables the L2 Ethernet NIC personality on
Partitions 2 and greater. To disable any of the remaining partitions, set
the NIC Mode to Disabled. To disable offload-capable partitions,
disable both the NIC Mode and respective offload mode.

0 FCoE Mode enables or disables the FCoE-Offload personality on the
second partition. If you enable this mode on the second partition, you
should disable NIC Mode. Because only one offload is available per
port, if FCoE-Offload is enabled on the port’'s second partition,
iISCSI-Offload cannot be enabled on the third partition of that same
NPar mode port. Not all adapters support FCoE Mode.
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ooco0o0O00O0

iSCSI Mode enables or disables the iISCSI-Offload personality on the
third partition. If you enable this mode on the third partition, you should
disable NIC Mode. Because only one offload is available per port, if
iISCSI-Offload is enabled on the port’s third partition, FCoE-Offload
cannot be enabled on the second partition of that same NPar mode
port. Not all adapters support iSCSI Mode.

FIP MAC Address'

Virtual FIP MAC Address '
World Wide Port Name
Virtual World Wide Port Name '
World Wide Node Name *

Virtual World Wide Node Name *
PCI Device ID
PCI (bus) Address

Main Configuration Page « NIC Partitioning Configuration « Partition 2 Configuration

MNIC Mode O Enabled @ Disabled
FiZoE Mode @ [Enabled ) Disabled
FIP MAC Address 00:0EE DRSS
‘irtual FIP MAC Address 00:00:00:00:00:00

World Wide Port Mame
Virtual World Wide Port Mame

World Wide Mode Name

PCI Device ID

PCl Address

20:01:00:0E1E:DEFETE
00:00:00:00:00:00:00:00
20:00:00:0ENE: DR 878
00:00:00:00:00:00:00:00
8070
36:02

Figure 5-18. Partition 2 Configuration: FCoE Offload

To configure the third partition, select Partition 3 Configuration to open the
Partition 3 Configuration page (Figure 5-19). If iSCSI Offload is present, the
Partition 3 Configuration shows the Personality as iSCSI (Figure 5-19) and
the following additional parameters:

O NIC Mode (Disabled)

iSCSI Offload Mode (Enabled)
iSCSI Offload MAC Address?

a
a
a

Virtual iSCSI Offload MAC Address?

1 This parameter is only present on the second partition of an NPar mode port of FCoE
offload-capable adapters.

2 This parameter is only
adapters.
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present on the third partition of an NPar mode port of iSCSI offload-capable
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d PCI Device ID
O PCI Address

Main Configuration Page « NIC Partitioning Configuration « Partition 3 Configuration

MIC Wode
iSCSI Offload Maode

ISCSI Offload MAC Address

Wirtual iISCS| Offload MAC Addressg s

PCI Device ID

PCI Address

O Enabled @ Disabled
@ [Enabled
00:0EME:DSFETA
00:00:00:00:00:00
8070

86:04

O Disabled

Figure 5-19. Partition 3 Configuration: iSCSI Offload

5.  To configure the remaining Ethernet partitions, including the previous (if not
offload-enabled), open the page for a partition 2 or greater partition (see

Figure 5-20).

U NIC Mode (Enabled or Disabled). When disabled, the partition is
hidden such that it does not appear to the OS if fewer than the
maximum quantity of partitions (or PCl PFs) are detected.

PCI Device ID
PCI Address

0O 00D

MAC Address
Virtual MAC Address

Main Configuration Page « NIC Partitioning Configuration « Partition 4 Configuration

MIZ Mode

FCl Device I

PCI Address

MAC Address

Virtual MAC Address

® 0 Disabled
8070

86:06

00:0EME:DSFETC

00:00:00:00:00:00

Figure 5-20. Partition 4 Configuration
Partitioning for VMware ESXi 6.7 and ESXi 7.0

If the following conditions exist on a system running either VMware ESXi 6.7 or
ESXi 7.0, you must uninstall and reinstall the drivers:

B The adapter is configured to enable NPar with all NIC partitions.

B The adapter is in Single Function mode.

B The configuration is saved and the system is rebooted.
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B Storage partitions are enabled (by converting one of the NIC partitions as
storage) while drivers are already installed on the system.

B Partition 2 is changed to FCoE.
B The configuration is saved and the system is rebooted again.

Driver re-installation is required because the storage functions may keep the
vmnicX enumeration rather than vmhbax, as shown when you issue the following
command on the system:

# esxcfg-scsidevs -a

vmnic4 gedf link-up £fc.2000000eled6£fa2a:2001000eled6faza
(0000:19:00.2) QLogic Corp. QLogic FastLinQ QL41xxx Series 10/25 GbE
Controller (FCoE)

vmhbalO 1si mr3 link-n/a sas.51866da071fa9100
(0000:18:00.0) Avago (LSI) PERC H330 Mini
vmniclO gedf link-up £fc.2000000e1ef249£8:2001000elef249£8

(0000:d8:00.2) QLogic Corp. QLogic FastLinQ QL41xxx Series 10/25 GbE
Controller (FCoE)

vmhbal vmw_ahci link-n/a sata.vmhbal
(0000:00:11.5) Intel Corporation Lewisburg SSATA Controller [AHCI mode]

vmhba2 vmw_ahci link-n/a sata.vmhba?2

(0000:00:17.0) Intel Corporation Lewisburg SATA Controller [AHCI mode]
vmhba32 gedil online iscsi.vmhba32 QLogic
FastLinQ QL41lxxx Series 10/25 GbE Controller (iSCSI)

vmhba33 gedil online iscsi.vmhba33 QLogic

FastLinQ QL41xxx Series 10/25 GbE Controller (iSCSI)

In the preceding command output, notice that vmnic4 and vmnicl10 are actually
storage adapter ports. To prevent this behavior, you should enable storage
functions at the same time that you configure the adapter for NPar mode.

For example, assuming that the adapter is in Single Function mode by default,
you should:

1. Enable NPar mode.
2.  Change Partition 2 to FCoE.

3. Save and reboot.
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Configuration

SAN boot enables deployment of diskless servers in an environment where the
boot disk is located on storage connected to the SAN. The server (initiator)
communicates with the storage device (target) through the SAN using the Marvell
Converged Network Adapter (CNA) Host Bus Adapter (HBA).

To enable FCoE-Offload mode, see the Application Note, Enabling Storage
Offloads on Dell and Marvell FastLinQ 41000 Series Adapters at
https://www.marvell.com/documents/5aa5otcbkrOim3ynera3/.

This chapter covers boot from SAN configuration for both iISCSI and FCoE:
B iSCSI Boot from SAN
B “FCoE Boot from SAN” on page 116

iISCSI Boot from SAN

Marvell 41000 Series gigabit Ethernet (GbE) adapters support iSCSI boot to
enable network boot of operating systems to diskless systems. iSCSI boot allows
a Windows, Linux, or VMware operating system to boot from an iSCSI target
machine located remotely over a standard IP network.

This section provides the following configuration information about iSCSI boot
from SAN:

iISCSI Out-of-Box and Inbox Support
iISCSI Preboot Configuration

u Configuring iSCSI Boot from SAN on Windows
B Configuring iISCSI Boot from SAN on Linux
B Configuring iISCSI Boot from SAN on VMware
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iISCSI Out-of-Box and Inbox Support

Table 6-1 lists the operating systems’ inbox and out-of-box support for iISCSI boot
from SAN (BFS).

Table 6-1. iSCSI Out-of-Box and Inbox Boot from SAN Support

Out-of-Box Inbox
- Hardware c Hardware

OS Version SWISCSIBFS  offload iscsi | SWISCSIBFS  offioad iscs|

Y BFS Support Y BFS Support
Windows 20162 Yes Yes Yes No
Windows 2019 Yes Yes Yes Yes
Azure Stack HCI Yes Yes Yes Yes
RHEL 7.8 Yes Yes Yes Yes
RHEL 7.9 Yes Yes Yes Yes
RHEL 8.2 Yes Yes Yes Yes
RHEL 8.3 Yes Yes Yes Yes
SLES 15 SP1, SP2 Yes Yes Yes Yes
VMware ESXi 6.7 U2P Yes No Yes No
VMware ESXi 7.0 Yes No Yes No

2 Windows Server 2016 does not support the inbox iISCSI driver for hardware offload.

b ESXi out-of-box and inbox do not support native hardware offload iISCSI boot. The system will perform a SW boot and
connection and then will transition to hardware offload.

iISCSI Preboot Configuration

For both Windows and Linux operating systems, configure iSCSI boot with UEFI
iSCSI HBA (offload path with the Marvell offload iSCSI driver). Set this option
using Boot Protocol, under Port Level Configuration. To support iSCSI boot, first
enable the iISCSI HBA in the UEFI HIl and then set the boot protocol accordingly.

For both Windows and Linux operating systems, iSCSI boot can be configured to
boot with two distinctive methods:

[ | iSCSI SW (also known as non-offload path with Microsoft/Open-iSCSI
initiator)

Follow the Dell BIOS guide for iSCSI software installation.
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B ISCSI HW (offload path with the Marvell FastLinQ offload iSCSI driver). This
option can be set using Boot Mode.

iISCSI hardware installation instructions start in “Enabling NPar and the
iISCSI HBA” on page 83.

For VMware ESXi operating systems, only the iISCSI SW method is supported.
iISCSI preboot information in this section includes:

Setting the BIOS Boot Mode to UEFI

Enabling NPar and the iSCSI HBA

Selecting the iSCSI UEFI Boot Protocol

Configuring the Storage Target

Configuring iSCSI Boot Options

Configuring the DHCP Server to Support iSCSI Boot

Setting the BIOS Boot Mode to UEFI

To configure the boot mode:

1.  Restart the system.

2. Access the System BIOS menu.

3. Forthe Boot Mode setting, select UEFI (see Figure 6-1).

NOTE

SAN boot is supported in UEFI environment only. Make sure the
system boot option is UEFI, and not legacy.
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Help | About | Exit

System BIOS

System BIOS Settings - Boot Settings

Boot Mode o BIOS @ [JEF]
Boot Sequence Retry ) Enabled @ Disabled
Hard-Disk Failover < Enabled @ Disabled

UEF| Eoot Settings

u This field controls the system boot settings.

Figure 6-1. System Setup: Boot Settings

Doc. No. AH0054602-00 Rev. X
January 29, 2021 Page 82 Copyright © 2021 Marvell



6—Boot from SAN Configuration
iISCSI Boot from SAN

Enabling NPar and the iSCSI HBA

To enable NPar and the iSCSI HBA:

1. Inthe System Setup, Device Settings, select the QLogic device (Figure 6-2).
Refer to the OEM user guide on accessing the PCI device configuration menu.

Help | About | Exit

System Setup

Device Settings

Integrated RAID Controller 1: Dell PERC <PERC H330 Mini= Configuration Utility

Integrated MIC 1Port 1: QLogic 577:0/578x0 10 Ghb Ethernet BCMS7800 - D4:AES2:8C:62:0F

Integrated MIC 1Port 2: QLogic 57 Hoa/578xx 10 Gb Ethernet BCMST800 - D4:AE:52:8C:62:1

Integrated MIC 1Port 3: GLogic 57 o578 1Gh Ethernet BCMSTE00 - D4:AES2:8C:62:13

Integrated MIC 1Port 4: Qlogic 577xx/578xx 1 Gh Ethernet BCMST800 - D4A:AE:S2:8C:62:15

MIC in Slot 1 Port 1: Qlogic 25GE 2P QLA1262HxCU-DE Adapter - 00:0EE:FO:34:6E

MIC in Slot 1Port 2: Qlogic 25GE 2P QLN262HxCU-DE Adapter - O0:0EXE:F0:34:6F

Please note: Only devices which conform to the Human Interface Infrastructure (HIlY in the UEFI
Specification are displayed in this menu.

” Configuration interface for QLogic 25GE 2F QL41262HxCU-DE Adapter

Figure 6-2. System Setup: Device Settings
2.  Enable NPar.

Configuring the Storage Target

Configuring the storage target varies by target vendors. For information on
configuring the storage target, refer to the documentation provided by the vendor.

To configure the storage target:

1. Select the appropriate procedure based on your storage target, either:

O Create an storage target using software such as SANBIlaze® or

Linux-10 (LIO™) Target.

Q Create a vdisk or volume using a target array such as EqualLogic® or

EMC®.

2. Create a virtual disk.
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Selecting the iSCSI UEFI Boot Protocol

Before selecting the preferred boot mode, ensure that the Device Level
Configuration menu setting is Enable NPAR and that the NIC Partitioning
Configuration menu setting is Enable iSCSI HBA.

The Boot Mode option is listed under NIC Configuration (Figure 6-3) for the
adapter, and the setting is port specific. Refer to the OEM user manual for
direction on accessing the device-level configuration menu under UEFI HII.

NIC in Slot 1 Port 1 QlLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E-1E:F0:34:6E

Main Configuration Page

Firmware Image Properties

Device Level Configuration

MNIC Configuration

Diata Center Bridging (DCB) Settings

MIC Partitioning Configuration

ISCS| Configuration

Device Name

Chip Type
PCl Device ID

PCl Address

‘ “ Configure Multiple Boot Agent (MBA) parameters.

CQlogic 25GE 2P QLAM262HxCIU-DE Adapter
BCMST9403 A2

BOTO

3E:00:00

Figure 6-3. System Setup: NIC Configuration

NOTE

Boot from SAN is supported only in NPar mode and is configured in UEFI,

and not in legacy BIOS.
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1. On the NIC Configuration page (Figure 6-4), for the Boot Protocol option,
select UEFI iSCSI HBA (requires NPar mode).

DA LEMC

System Setup Help | About | Exit

. NIC in Slot 1lPort t QLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E:1E:F2:B4:C4

Meain Configuration Page « NIC Configuration

LNk §PE@U v [STIRTEAN ]
Boot Protocol e 0y Legacy PXE @ UEFIISCSIHBA y Mone

AIFTUE] LAN MO - 3 Enabled @ Disabled

WAFEUEN LAN [D s s s [1

PC| V’inua| FUﬂCtIOﬂS Ad\fertised e e e e e 96

0 Configure link speed.

Figure 6-4. System Setup: NIC Configuration, Boot Protocol

NOTE

Use the Virtual LAN Mode and Virtual LAN ID options on this page only for
PXE boot. If a vVLAN is needed for UEFI iSCSI HBA boot mode, see Step 3
of Static iISCSI Boot Configuration.

Configuring iSCSI Boot Options

iISCSI boot configuration options include:

B Static iISCSI Boot Configuration

B Dynamic iSCSI Boot Configuration

B Enabling CHAP Authentication

Static iSCSI Boot Configuration

In a static configuration, you must enter data for the following:

[ | Initiator IP address
B Initiator IQN
B Target parameters (obtained in “Configuring the Storage Target” on page 83)

For information on configuration options, see Table 6-2 on page 88.
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To configure the iISCSI boot parameters using static configuration:

1.  Inthe Device HIl Main Configuration Page, select iISCSI Configuration
(Figure 6-5), and then press ENTER.

Main Configuration Page

Firmware Image Properties

Device Level Configuration

MNIC Configuration

Data Center Bridging (DCE) Settings

MNIC Partitioning Configuration

ISCSl Configuration

FCoE Configuration

Device Name Qlogic 25GE 2P QL4M262HxCU-DE Adapter
Chip Type BCMST2405 A2

PCI Device ID 8070

0 View and configure iISCSI parameters.

Figure 6-5. System Setup: iSCSI Configuration
2. On the iSCSI Configuration page, select iSCSI General Parameters
(Figure 6-6), and then press ENTER.

Main Configuration Page - iSCS| Configuration

1SCS| General Parameters

ISCSI Initiator Parameters

ISCSIFirst Target Parameters

ISCSl Second Target Parameters

0 Configure general iISCS| parameters.

Figure 6-6. System Setup: Selecting General Parameters
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3.  On the iSCSI General Parameters page (Figure 6-7), press the DOWN
ARROW key to select a parameter, and then press the ENTER key to input
the following values (Table 6-2 on page 88 provides descriptions of these

parameters):

TCP/IP Parameters via DHCP: Disabled

iSCSI Parameters via DHCP: Disabled

CHAP Authentication: As required

IP Version: As required (IPv4 or IPv6)

CHAP Mutual Authentication: As required

DHCP Vendor ID: Not applicable for static configuration
HBA Boot Mode: As required
Virtual LAN ID: Default value or as required
Virtual LAN Mode: As required

oo0o0opo0oo

Help | About | Exit

NIC in Slot 1 Port 1: QLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E-1EF0:34:6E

Main Configuration Page + iSCSI Configuration « iSCSI General Parameters

ISCS| Parameters via DHCP

CHAP Authentication

IP Version

CHAP Mutual Authentication

DHCP Vendor D

HEA Boot Mode

Virtual LAN ID

Virtual LAM Made

—= This option is specific to IPv4. Controls the source of the initiator IP address, DHCP or
“ static assignment.

¢ Disabled @ |Enabled
@ Disabled O Enabled
@ Disabled O Enabled
@ IPva O IPvB

@ Disabled 1 Enabled

[ALGCISAN
O Digabled & Enabled

[o
@ Disabled ) Enabled

Figure 6-7. System Setup: iSCSI General Parameters
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Table 6-2. iSCSI General Parameters

Option Description

TCP/IP Parameters via DHCP | This option is specific to IPv4. Controls whether the iSCSI boot
host software acquires the IP address information using DHCP
(Enabled) or using a static IP configuration (Disabled).

iSCSI Parameters via DHCP Controls whether the iSCSI boot host software acquires its iSCSI
target parameters using DHCP (Enabled) or through a static
configuration (Disabled). The static information is entered on
the iSCSI Initiator Parameters Configuration page.

CHAP Authentication Controls whether the iSCSI boot host software uses CHAP

authentication when connecting to the iSCSI target. If CHAP
Authentication is enabled, configure the CHAP ID and CHAP
Secret on the iISCSI Initiator Parameters Configuration page.

IP Version This option is specific to IPv6. Toggles between 1pPv4 and
IPv6. All IP settings are lost if you switch from one protocol ver-
sion to another.

CHAP Mutual Authentication | Controls whetherthe iSCSI boot host software acquires its iISCSI
target parameters using DHCP (Enabled) or through a static
configuration (Disabled). The static information is entered on
the iSCSI Initiator Parameters Configuration page.

DHCP Vendor ID Controls how the iISCSI boot host software interprets the
Vendor Class ID field used during DHCP. If the Vendor
Class 1D field in the DHCP offer packet matches the value in
the field, the iISCSI boot host software looks into the DHCP
Option 43 fields for the required iSCSI boot extensions. If DHCP
is disabled, this value does not need to be set.

HBA Boot Mode Controls whether SW or Offload is enabled or disabled. For Off-
load, this option is unavailable (grayed out). For information
about SW (non-offload), refer to the Dell BIOS configuration.

Virtual LAN ID VLAN ID range is 1-4094.

Virtual LAN Mode Enables or disables vLAN.

4.  Return to the iSCSI Configuration page, and then press the ESC key.
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5.  Select iSCSI Initiator Parameters (Figure 6-8), and then press ENTER.

Help | About | Exit

NIC in Slot 1 Port 1. QLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E11EF0:34:6E

Main Configuration Page - iSCSI| Configuration

ISCS| General Parameters

ISCS Initiator Parameters

I1SCSI First Target Parameters

ISCS| Second Target Parameters

“ Configuration of ISCSlinitiator parameters (e.g., IP Address, Subnet Mask).

Figure 6-8. System Setup: Selecting iSCSI Initiator Parameters

6. On the iSCSI Initiator Parameters page (Figure 6-9), select the following
parameters, and then type a value for each:

IPv4* Address

Subnet Mask

IPv4* Default Gateway
IPv4* Primary DNS
IPv4* Secondary DNS

iSCSI Name. Corresponds to the iSCSI initiator name to be used by
the client system.

CHAP ID
CHAP Secret

O0000O0

00O
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NOTE

For the preceding items with asterisks (*), note the following:

B The label will change to IPv6 or IPv4 (default) based on the IP
version set on the iISCSI General Parameters page (Figure 6-7 on
page 87).

B Carefully enter the IP address. There is no error-checking
performed against the IP address to check for duplicates, incorrect
segment, or network assignment.

Help | About | Exit

NIC in Slot 1 Port 1. QLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E1EF0:34:6E

Main Configuration Page - iSCSI Configuration « iSCS! Initiator Parameters

IPv4 Address [0.0.0.0

Subnet Mask [ooo0

IPv4 Default Gateway [0.0.0.0

IPv4 Primary DNS [0.0.0.0

IPv4 Secondary DNS [0o.0.0

ISCSI Mame |\qn.1994-O2.c0m.qlog|c.|5c5\:fastunqbootl
CHAP ID [

CHAP Secret |

‘ .’ Specify the ISCSI Qualified Name (IQMN) of the initiator.

Figure 6-9. System Setup: iSCSI Initiator Parameters
7. Return to the iSCSI Configuration page, and then press ESC.
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8.  Select iSCSI First Target Parameters (Figure 6-10), and then press
ENTER.

DEALEMC Help | About | Exit

NIC in Slot 1Port 1: QLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E11EF0:34:6E

Main Configuration Page + iSCSI Configuration

ISCS| General Parameters

ISCS Initiator Parameters

ISCS| First Target Parameters

ISCEl Second Target Parameters

” Enable connection and configure communication parameters for the first iSCS| target.

Figure 6-10. System Setup: Selecting iSCSI First Target Parameters

9. On the iSCSI First Target Parameters page, set the Connect option to
Enabled for the iISCSI target.

10. Type values for the following parameters for the iSCSI target, and then press
ENTER:

IPv4* Address
TCP Port
Boot LUN
iSCSI Name
CHAP ID
CHAP Secret

O00000

NOTE

For the preceding parameters with an asterisk (*), the label will change
to IPv6 or IPv4 (default) based on IP version set on the iSCSI General
Parameters page, as shown in Figure 6-11.
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Help | About | Exit

NIC in Slot 1 Port 1. QLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E11EF0:34:6E

Main Configuration Page - iSCSI| Configuration - iSCSI First Target Parameters

Connect © Disabled @ Enabled
IPv4 Address [192.168.100.9

TCP Port [3260

Boot LUN [

ISCSI| Mame f

CHAP ID |

CHAP Secret [

“ Specify the ISCSI Qualified Mame (IQN) of the first ISCSI storages target.

Figure 6-11. System Setup: iSCSI First Target Parameters
11.  Return to the iSCSI Boot Configuration page, and then press ESC.
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12. If you want to configure a second iSCSI target device, select iSCSI Second
Target Parameters (Figure 6-12), and enter the parameter values as you
did in Step 10. This second target is used if the first target cannot be
connected to.Otherwise, proceed to Step 13.

Help | About | Exit

NIC in Slot 1 Port 1 QlLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E-1E:F0:34:6E

Main Configuration Page - iSCS| Configuration

15CS] General Farameters

1SCSl Initiator Parameters

ISCSIFirst Target Parameters

ISCS| Second Target Farameters

‘ “ Enable connection and configure communication parameters for the second ISCSI target.

Figure 6-12. System Setup: iSCSI Second Target Parameters

13. Press ESC once, and a second time to exit.

14. Click Yes to save changes, or follow the OEM guidelines to save the
device-level configuration. For example, click Yes to confirm the setting

change (Figure 6-13).
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Help | About | Exit

NIC in Slot 1 Port 1. QLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0EA1EF0:34:6E

Main Configuration Page

Warning

Firmware Image Properties

1 Saving Changes

Settings have changed. Do you want to save the
NIC Configuration changes?

Device Level Configuration

Data Center Bridging (DCE) Sef]

{Mote: One or more of the changes requires a system
MNIC Partitioning Configuration reset to take effect. Saving changes now will not
cause an immediate reset. Instead, the reset will accur
after exiting this utility.)

ISCSl Configuration

FCoE Configuration

Device Name pter
Chip Type Yes | Mo

PCl Device ID Uy

0 View and configure iISCSI parameters.

Figure 6-13. System Setup: Saving iSCSI Changes

15. After all changes have been made, reboot the system to apply the changes
to the adapter’s running configuration.

Dynamic iSCSI Boot Configuration

In a dynamic configuration, ensure that the system’s |IP address and target (or
initiator) information are provided by a DHCP server (see IPv4 and IPv6
configurations in “Configuring the DHCP Server to Support iSCSI Boot” on
page 97).

Any settings for the following parameters are ignored and do not need to be
cleared (with the exception of the initiator iISCSI name for IPv4, CHAP ID, and
CHAP secret for IPv6):

[ | Initiator Parameters
B First Target Parameters or Second Target Parameters

For information on configuration options, see Table 6-2 on page 88.
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NOTE

When using a DHCP server, the DNS server entries are overwritten by the
values provided by the DHCP server. This override occurs even if the locally
provided values are valid and the DHCP server provides no DNS server
information. When the DHCP server provides no DNS server information,
both the primary and secondary DNS server values are setto 0.0.0.0.
When the Windows OS takes over, the Microsoft iISCSI initiator retrieves the
iISCSI initiator parameters and statically configures the appropriate
registries. It will overwrite whatever is configured. Because the DHCP
daemon runs in the Windows environment as a user process, all TCP/IP
parameters must be statically configured before the stack comes up in the
iISCSI boot environment.

If DHCP Option 17 is used, the target information is provided by the DHCP server,
and the initiator iISCSI name is retrieved from the value programmed from the
Initiator Parameters window. If no value was selected, the controller defaults to
the following name:

ign.1995-05.com.glogic.<11.22.33.44.55.66>.iscsiboot

The string 11.22.33.44.55.66 corresponds to the controller's MAC address. If
DHCP Option 43 (IPv4 only) is used, any settings on the following windows are
ignored and do not need to be cleared:

[ | Initiator Parameters

u First Target Parameters, or Second Target Parameters

To configure the iSCSI boot parameters using dynamic configuration:

B OntheiSCSI General Parameters page, set the following options, as shown
in Figure 6-14:

TCP/IP Parameters via DHCP: Enabled
iSCSI Parameters via DHCP: Enabled
CHAP Authentication: As required

IP Version: As required (IPv4 or IPv6)
CHAP Mutual Authentication: As required
DHCP Vendor ID: As required

HBA Boot Mode: As required

Virtual LAN ID: As required

Virtual LAN Mode: As required’

00000000

1 Virtual LAN Mode is not necessarily required when using a dynamic (externally provided)
configuration from the DHCP server.
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DELEMC  System Setup Help | About | Exit

NIC in Slot 1 Port 1. QLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E11EF0:34:6E

Main Configuration Page - iSCS| Configuration = iSCS| General Parameters

TCP{IP Parameters wia DHCP - Disabled @ Enabled
ISCS| Parameters via DHCP ¢ Disabled @ Enabled
CHAPR Authentication @ Disabled 1 Enabled
IP Version @ IPvd O IPvB

CHAP Mutual Authentication @ Disabled O Enabled
DHCP Vendor ID |QLGC ISAN

HEA Boot Made @ Disabled O Enabled
Wirtual LAN ID o

Yirtual LAMN Made 0 Disabled @®|Enabled

' Specify use of a VLAN tag to be used by ISCSI boot.

Figure 6-14. System Setup: iSCSI General Parameters
Enabling CHAP Authentication

Ensure that the CHAP authentication is enabled on the target.

To enable CHAP authentication:

1.  Go to the iSCSI General Parameters page.

2.  Set CHAP Authentication to Enabled.

3. Inthe Initiator Parameters window, type values for the following:
0 CHAP ID (up to 255 characters)

O CHAP Secret (if authentication is required; must be 12 to 16
characters in length)

Press ESC to return to the iSCSI Boot Configuration page.

On the iSCSI Boot Configuration Menu, select iSCSI First Target
Parameters.

6. Inthe iSCSI First Target Parameters window, type values used when
configuring the iISCSI target:

0 CHAP ID (optional if two-way CHAP)

U CHAP Secret (optional if two-way CHAP; must be 12 to 16 characters
in length or longer)
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7. Press ESC to return to the iISCSI Boot Configuration Menu.
8. Press ESC, and then select confirm Save Configuration.

Configuring the DHCP Server to Support iSCSI Boot

The DHCP server is an optional component, and is only necessary if you will be
doing a dynamic iSCSI boot configuration setup (see “Dynamic iSCSI Boot
Configuration” on page 94).

Configuring the DHCP server to support iSCSI boot differs for IPv4 and IPv6:
B DHCP iSCSI Boot Configurations for IPv4

B Configuring the DHCP Server

B Configuring DHCP iSCSI Boot for IPv6

B Configuring vLANs for iSCSI Boot

DHCP iSCSI Boot Configurations for IPv4

DHCP includes several options that provide configuration information to the
DHCP client. For iSCSI boot, Marvell FastLinQ adapters support the following
DHCP configurations:

[ | DHCP Option 17, Root Path
M DHCP Option 43, Vendor-specific Information

DHCP Option 17, Root Path
Option 17 is used to pass the iSCSI target information to the iSCSI client.
The format of the root path, as defined in IETC RFC 4173, is:

"iscsi:"<servername>":"<protocol>":"<port>":"<LUN>":"<targetname>"

Table 6-3 lists the DHCP Option 17 parameters.

Table 6-3. DHCP Option 17 Parameter Definitions

Parameter Definition

"iscsi:" A literal string

<servername> IP address or fully qualified domain name (FQDN) of the iSCSI
target

W g Separator

<protocol> IP protocol used to access the iSCSI target. Because only TCP is

currently supported, the protocol is 6.

<port> Port number associated with the protocol. The standard port num-
ber for iISCSI is 3260.
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Table 6-3. DHCP Option 17 Parameter Definitions (Continued)

Parameter Definition

<LUN> Logical unit number to use on the iSCSI target. The value of the
LUN must be represented in hexadecimal format. A LUN with an
ID of 64 must be configured as 40 within the Option 17 parameter
on the DHCP server.

<targetname> Target name in either IQN or EUI format. For details on both IQN
and EUI formats, refer to RFC 3720. An example IQN name is
ign.1995-05.com.QLogic:iscsi-target.

DHCP Option 43, Vendor-specific Information

DHCP Option 43 (vendor-specific information) provides more configuration
options to the iISCSI client than does DHCP Option 17. In this configuration, three
additional sub-options are provided that assign the initiator IQN to the iSCSI boot
client, along with two iSCSI target IQNs that can be used for booting. The format
for the iISCSI target IQN is the same as that of DHCP Option 17, while the iSCSI
initiator IQN is simply the initiator’s IQN.

NOTE
DHCP Option 43 is supported on IPv4 only.

Table 6-4 lists the DHCP Option 43 sub-options.

Table 6-4. DHCP Option 43 Sub-option Definitions

Sub-option Definition

201 First iSCSI target information in the standard root path format:
"iscsi:"<servername>":"<protocol>":"<port>":"<LUN>":
"<targetname>"

202 Second iSCSI target information in the standard root path format:
"iscsi:”<servername>":"<protocol>":"<port>":"<LUN>":
"<targetname>"

203 iISCSI initiator IQN

Using DHCP Option 43 requires more configuration than DHCP Option 17, but it
provides a richer environment and more configuration options. You should use
DHCP Option 43 when performing dynamic iSCSI boot configuration.
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Configuring the DHCP Server
Configure the DHCP server to support either Option 16, 17, or 43.

NOTE
The format of DHCPv6 Option 16 and Option 17 are fully defined in
RFC 3315.

If you use Option 43, you must also configure Option 60. The value of
Option 60 must match the DHCP Vendor ID value, QLGC ISAN, as shown in
the iISCSI General Parameters of the iSCSI Boot Configuration page.

Configuring DHCP iSCSI Boot for IPv6

The DHCPV6 server can provide several options, including stateless or stateful IP
configuration, as well as information for the DHCPV6 client. For iSCSI boot,
Marvell FastLinQ adapters support the following DHCP configurations:

B  DHCPv6 Option 16, Vendor Class Option
B  DHCPv6 Option 17, Vendor-Specific Information

NOTE

The DHCPvV6 standard Root Path option is not yet available. Marvell
suggests using Option 16 or Option 17 for dynamic iSCSI boot IPv6 support.

DHCPv6 Option 16, Vendor Class Option

DHCPv6 Option 16 (vendor class option) must be present and must contain a
string that matches your configured DHCP Vendor ID parameter. The DHCP
Vendor ID value is QLGC ISAN, as shown in the General Parameters of the
iISCSI Boot Configuration menu.

The content of Option 16 should be <2-byte length> <DHCP Vendor ID>.

DHCPv6 Option 17, Vendor-Specific Information

DHCPv6 Option 17 (vendor-specific information) provides more configuration
options to the iISCSI client. In this configuration, three additional sub-options are
provided that assign the initiator IQN to the iISCSI boot client, along with two iISCSI
target IQNs that can be used for booting.

Doc. No. AH0054602-00 Rev. X
January 29, 2021 Page 99 Copyright © 2021 Marvell



6—Boot from SAN Configuration
iISCSI Boot from SAN

Table 6-5 lists the DHCP Option 17 sub-options.

Table 6-5. DHCP Option 17 Sub-option Definitions

Sub-option Definition

201 First iSCSI target information in the standard root path format:

"iscsi:" [<servername>]":"<protocol>":"<port>":"<LUN> ":
"<targetname>"

202 Second iSCSI target information in the standard root path format:
"iscsi:" [<servername>]":"<protocol>":"<port>":"<LUN> ":
"<targetname>"

203 iISCSI initiator IQN

Brackets [ ] are required for the IPv6 addresses.

The format of Option 17 should be:
<2-byte Option Number 201|202]|203> <2-byte length> <data>

Configuring vLANSs for iSCSI Boot

iISCSI traffic on the network may be isolated in a Layer 2 vLAN to segregate it
from general traffic. If this is the case, make the iSCSI interface on the adapter a
member of that vLAN.

To configure vLAN for iSCSI boot:
1.  Go to the iSCSI Configuration Page for the port.

2. Select iISCSI General Parameters.
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3.  Select VLAN ID to enter and set the VLAN value, as shown in Figure 6-15.

DELEMC  System Setup Help | About | Exit

NIC in Slot 1 Port 1. QLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E11EF0:34:6E

Main Configuration Page - iSCS| Configuration = iSCSI General Parameters

TCP{IP Parameters wia DHCP - 0 Disabled @ Enabled
ISCS| Parameters via DHCP ) Disabled @ Enabled
CHAP Authentication @ Disabled O Enabled
IP Version @ IPvd O IPvE

CHAP Mutual Authentication @ Disabled  Enabled
DHCP Vendor ID |QLGC ISAN

HEA Boot Made @ Disabled O Enabled
Wirtual LAN ID o

Virtual LAM Made © Disabled @ |Enabled

“ Specify use of a WVLAN tag to be used by ISCSI boot.

Figure 6-15. System Setup: iSCSI General Parameters, VLAN ID
Configuring iSCSI Boot from SAN on Windows

Adapters support iSCSI boot to enable network boot of operating systems to
diskless systems. iSCSI boot allows a Windows operating system to boot from an
iISCSI target machine located remotely over a standard IP network. You can set
the L4 iSCSI option (offload path with Marvell offload iSCSI driver) by opening the
NIC Configuration menu and setting the Boot Protocol to UEFI iSCSI.

iISCSI boot from SAN for Windows information includes the following:
Before You Begin

Selecting the Preferred iSCSI Boot Mode

Configuring iSCSI General Parameters

Configuring the iSCSI Initiator

Configuring the iSCSI Targets

Detecting the iSCSI LUN and Injecting the Marvell Drivers
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Before You Begin

Before you begin configuring iSCSI boot from SAN on a Windows machine, note
the following:

iISCSI boot is only supported for NPar with NParEP Mode. Before
configuring iISCSI boot:

1. Access the Device Level Configuration page.
2.  Set the Virtualization Mode to Npar.

3. Setthe NParEP Mode to Enabled.

The server boot mode must be UEFI.

The PermitTotalPortShutdown diagnostic feature can take down a port link
when enabled. This feature cannot be used on ports configured to boot from
SAN.

iSCSI boot on 41000 Series Adapters is not supported in legacy BIOS.

Marvell recommends that you disable the Integrated RAID Controller.

Selecting the Preferred iSCSI Boot Mode

To select the iISCSI boot mode on Windows:

1.

2.

On the NIC Partitioning Configuration page for a selected partition, set the
iSCSI Offload Mode to Enabled.

On the NIC Configuration page, set the Boot Protocol option to UEFI iSCSI
HBA.

Configuring iSCSI General Parameters

Configure the Marvell iISCSI boot software for either static or dynamic
configuration. For configuration options available from the General Parameters
window, see Table 6-2 on page 88, which lists parameters for both IPv4 and IPv6.

January 29, 2021

To set the iSCSI general parameters on Windows:

1.

From the Main Configuration page, select iISCSI Configuration, and then
select iISCSI General Parameters.

On the iISCSI General Parameters page (see Figure 6-7 on page 87), press
the DOWN ARROW key to select a parameter, and then press the ENTER
key to input the following values (see Table 6-2 on page 88 provides
descriptions of these parameters):

U  TCP/IP Parameters via DHCP: Disabled (for static iSCSI boot), or
Enabled (for dynamic iSCSI boot)

d iSCSI Parameters via DHCP: Disabled
CHAP Authentication: As required

U
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O

IP Version: As required (IPv4 or IPv6)

Q  Virtual LAN ID: (Optional) You can isolate iSCSI traffic on the network
in a Layer 2 vLAN to segregate it from general traffic.To segregate
traffic, make the iSCSI interface on the adapter a member of the
Layer 2 vLAN by setting this value.

Configuring the iSCSI Initiator

To set the iSCSI initiator parameters on Windows:

1. From the Main Configuration page, select iSCSI Configuration, and then
select iISCSI Initiator Parameters.

2. Onthe iSCSI Initiator Parameters page (see Figure 6-9 on page 90), select
the following parameters, and then type a value for each:

O IPv4* Address

Subnet Mask

IPv4* Default Gateway
IPv4* Primary DNS
IPv4* Secondary DNS

Virtual LAN ID: (Optional) You can isolate iSCSI traffic on the network
in a Layer 2 vLAN to segregate it from general traffic.To segregate
traffic, make the iSCSI interface on the adapter a member of the
Layer 2 vLAN by setting this value.

O 0000

U iSCSI Name. Corresponds to the iSCSI initiator name to be used by
the client system.

O CHAPID
O CHAP Secret
NOTE

For the preceding items with asterisks (*), note the following:

B The label will change to IPv6 or IPv4 (default) based on the IP
version set on the iISCSI General Parameters page (see Figure 6-7
on page 87).

B Carefully enter the IP address. There is no error-checking

performed against the IP address to check for duplicates, incorrect
segment, or network assignment.

3.  Select iSCSI First Target Parameters (Figure 6-10 on page 91), and then
press ENTER.
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Configuring the iSCSI Targets
You can set up the iSCSI first target, second target, or both at once.

To set the iSCSI target parameters on Windows:

1. From the Main Configuration page, select iSCSI Configuration, and then
select iSCSI First Target Parameters.

2. Onthe iSCSI First Target Parameters page, set the Connect option to
Enabled for the iISCSI target.

3.  Type values for the following parameters for the iISCSI target, and then press
ENTER:

IPv4* Address
TCP Port
Boot LUN
iSCSI Name
CHAPID
CHAP Secret

O0o0000

NOTE

For the preceding parameters with an asterisk (*), the label will change
to IPv6 or IPv4 (default) based on IP version set on the iSCSI General
Parameters page, as shown in Figure 6-7 on page 87.

4.  If you want to configure a second iSCSI target device, select iSCSI Second
Target Parameters (Figure 6-12 on page 93), and enter the parameter
values as you did in Step 3. This second target is used if the first target
cannot be connected to.Otherwise, proceed to Step 5.

5. Inthe Warning dialog box, click Yes to save the changes, or follow the OEM
guidelines to save the device-level configuration.

Detecting the iSCSI LUN and Injecting the Marvell Drivers

1. Reboot the system, access the Hll, and determine if the iISCSI LUN is
detected. Issue the following UEFI Shell (version 2) script command:

map -r -b
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The output from the preceding command shown in Figure 6-16 indicates that
the iISCSI LUN was detected successfully at the preboot level.

BLK19: Alias(s):
PciRoot (0x3) /Pci (0x0,0x0) /Pci (0x0,0x4) /MAC (OOOE1ED6624C, 0x0) /iSCSI (ign
.1986-03.com.hp:storage.p2000¢3.13491b47{h,0x0,0x0,None , None . None , TCP)
BLK21: Alias(s):
PciRoot (0x3) /Pci (0x0,0x0) /Pci (0x0,0x4) /MAC (D0OOE1ED6624C, 0x0) /
03.com.hp:storage.p2000g3.13491b47fh,0x0,0x0,None ,None , None , T

3J10807F-AAT9-4DDI9-8D5E-4EE6ABADCI20 , 0x4EB0O0 , 0x403800)
BLK22: fAlias(s):
PciRoot (0x3) /Pci (0x0,0x0) /Pci (0x0,0x4) /MAC (00OE1ED6624C, 0x0) /iSCSI (ign
.1986-03.con.hp:storage . p2000g3 . 13491b471b, 00, 0x0 , None ,None ,None , TCP) /HD (3, 6PPr
ess ENTER to continue or '(’ break:_

Figure 6-16. Detecting the iSCSI LUN Using UEFI Shell (Version 2)

2. On the newly detected iSCSI LUN, select an installation source such as
using a WDS server, mounting the .1so with an integrated Dell Remote
Access Controller (iDRAC), or using a CD/DVD.

3.  Inthe Windows Setup window (Figure 6-17), select the drive name on which
to install the driver.

&S of Windows Setup

Where do you want to install Windows?

Name Total size Free space Type

Drive 0 Unallocated Space 600 GB 600 GB

Drive 1 Partition 1 2000 MB 0.0 MB Offline

Drive 1 Partition 2 10GB 00MB Offline

Drive 1 Partition 3 388 GB 00 MB Offline

Figure 6-17. Windows Setup: Selecting Installation Destination
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4. Inject the latest Marvell drivers by mounting drivers in the virtual media:

a. Click Load driver, and then click Browse (see Figure 6-18).

&S #f Windows Setup

Select the driver to install

install the device driver for your drive, insert the installation media containing the
driver files, and then click OK.

Note: The installation media can be a CD, DVD, or USB flash drive.

Figure 6-18. Windows Setup: Selecting Driver to Install

b.  Navigate to the driver location and choose the gevbd driver.

C. Choose the adapter on which to install the driver, and then click Next
to continue.

Repeat Step 4 to load the qeios driver (Marvell L4 iSCSI driver).

After injecting the gevbd and qgeios drivers, click Next to begin installation on
the iISCSI LUN. Then follow the on-screen instructions.

The server will undergo a reboot multiple times as part of the installation
process, and then will boot up from the iSCSI boot from SAN LUN.

7.  Ifit does not automatically boot, access the Boot Menu and select the
specific port boot entry to boot from the iSCSI LUN.

Configuring iSCSI Boot from SAN on Linux

This section provides iISCSI boot from SAN procedures for the following Linux
distributions:

[ | Configuring iISCSI Boot from SAN for RHEL 7.8 and Later
B Configuring iSCSI Boot from SAN for SLES 12 SP3 and Later
u Configuring iSCSI Boot from SAN for SLES 15 SP1 and Later
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Configuring iSCSI Boot from SAN for RHEL 7.8 and Later
To install RHEL 7.8 and later:

January 29, 2021

1.

11.

12.

Boot from the RHEL 7.x installation media with the iISCSI target already
connected in UEFI.

Install Red Hat Enterprise Linux 7.x
Test this media & install Red Hat Enterprise 7.x

Troubleshooting -->

Use the UP and DOWN keys to change the selection

Press 'e' to edit the selected item or 'c' for a command
prompt

To install an out-of-box driver, press the E key. Otherwise, proceed to Step 6.
Select the kernel line, and then press the E key.
Issue the following command, and then press CTRL+X to start.

inst.dd modprobe.blacklist=qged, gede,gedr,gedi, gedf

The installation process prompts you to install the out-of-box driver.

If required for your setup, load the FastLinQ driver update disk when
prompted for additional driver disks. Otherwise, if you have no other driver
update disks to install, press the C key.

Continue with the installation. You can skip the media test. Click Next to
continue with the installation.

In the Configuration window, select the language to use during the
installation process, and then click Continue.

In the Installation Summary window, click Installation Destination. The disk
label is sda, indicating a single-path installation. If you configured multipath,
the disk has a device mapper label.

In the Specialized & Network Disks section, select the iSCSI LUN.

Type the root user’s password, and then click Next to complete the
installation.

Reboot the server, and then add the following parameters in the command
line:

rd.iscsi.firmware

rd.driver.pre=qged, gedi (toload all drivers pre=ged, gedi, gede, gedf)
selinux=0

After a successful system boot, edit the

/etc/modprobe.d/anaconda-blacklist.conf file to remove the blacklist
entry for the selected driver.
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13. Editthe /etc/default/grub file as follows:

a. Locate the string in double quotes as shown in the following example.
The command line is a specific reference to help find the string.

GRUB_CMDLINE LINUX="iscsi firmware"

b. The command line may contain other parameters that can remain.
Change only the iscsi firmware string as follows:

GRUB_CMDLINE LINUX="rd.iscsi.firmware selinux=0"

14. Create a new grub.cfg file by issuing the following command:
# grub2-mkconfig -o /boot/efi/EFI/redhat/grub.cfg

15. Rebuild the ramdisk by issuing the dracut -f command, and then reboot.

NOTE

When installing iSCSI BFS in Linux with a multipath /0O (MPI10)
configuration and a single path active, use the following settings in the
multipath.conf file:
defaults {

find multipaths yes

user friendly names yes

polling interval 5

fast io fail tmo 5

dev_loss tmo 10

checker timeout 15

no path retry queue
}
These suggested settings are tunable and provided as guidance for
iSCSI BFS to be operational.

For more information, contact the appropriate OS vendor.
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Configuring iSCSI Boot from SAN for SLES 12 SP3 and Later

To install SLES 12 SP3 and later:

1. Boot from the SLES 12 SP3 installation media with the iSCSI target
pre-configured and connected in UEFI.

2.  Update the latest driver package by adding the dud=1 parameter in the
installer command parameter. The driver update disk is required because
the necessary iSCSI drivers are not inbox.

NOTE

For SLES 12 SP3 only: If the server is configured for Multi-Function
mode (NPar), you must provide the following additional parameters as
part of this step:

dud=1 brokenmodules=ged, gedi, gedf,gede withiscsi=1

[BOOT IMAGE=/boot/x86 64/loader/linux dud=1
brokenmodules=qged, gedi, gedf, gede withiscsi=1]

3. Complete the installation steps specified by the SLES 12 SP3 OS.

Known Issue in DHCP Configuration

In DHCP configuration for SLES 12 SP3 and later, the first boot after an OS
installation may fail if the initiator IP address acquired from the DHCP server is in
a different range than the target IP address. To resolve this issue, boot the OS
using static configuration, update the latest iscsiuio out-of-box RPM, rebuild the
initrd, and then reboot the OS using DHCP configuration. The OS should now
boot successfully.

Configuring iISCSI Boot from SAN for SLES 15 SP1 and Later

To install SLES15 SP1 and later:

1.  Boot from the SLES15 installation media with the iISCSI target already
connected in UEFI.
Install SLES15SP1
Test this media & install SLES15SP1

Troubleshooting -->

Use the UP and DOWN keys to change the selection

Press 'e' to edit the selected item or 'c' for a command
prompt
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2. To install an out-of-box driver, perform the following steps. Otherwise, go to
Step 3.

a. Press the E key.

b.  Select the kernel line, and then press the E key.

C. Issue the following command, and then press ENTER.
dud=1
The installation process prompts you to install the out-of-box driver.

d. If required for your setup, load the FastLinQ driver update disk when
prompted for additional driver disks.
Otherwise, if you have no other driver update disks to install, press the
C key.

3.  Continue with the installation.
The iSCSI Configuration menu appears.
Click and verify the iISCSI session details.

Select OK, follow the on-screen instructions, and start the installation.

Configuring iSCSI Boot from SAN on VMware

Because VMware does not natively support iISCSI boot from SAN offload, you
must configure BFS through the software in preboot, and then transition to offload
upon OS driver loads. For more information, see “Enabling NPar and the iSCSI
HBA” on page 83.

In VMware ESXi, iSCSI BFS configuration procedures include:
[ | Setting the UEFI Main Configuration

B Configuring the System BIOS for iSCSI Boot (L2)

[ | Mapping the CD or DVD for OS Installation

Setting the UEFI Main Configuration
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To configure iSCSI boot from SAN on VMware:

1. Plug the 41000 Series Adapter into a Dell 14G server. For example, plug a
PCIE and LOM (four ports or two ports) into an R740 server.

2. Inthe HIl, go to System Setup, select Device Settings, and then select a
an integrated NIC port to configure. Click Finish.

3.  Onthe Main Configuration Page, select NIC Partitioning Configuration,
and then click Finish.
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4.  On the Main Configuration Page, select Firmware Image Properties,
view the non-configurable information, and then click Finish.

On the Main Configuration Page, select Device Level Configuration.
Complete the Device Level Configuration page (see Figure 6-19) as follows:

a. For Virtualization Mode, select either None, NPar, or NPar_EP for
IBFT installation through the NIC interface.

b. For NParEP Mode, select Disabled.
C. For UEFI Driver Debug Level, select 10.

Integrated NIC 1Port 1 QLogic 4x10GE QL41164HMRJ CNA - 00:0E-1E:-D2:7D:64

Main Configuration Page « Device Level Configuration

Virtualization Mode NPar
NParEP Mode © Enabled @ Disabled
UEFI Driver Debug Level 10

Figure 6-19. Integrated NIC: Device Level Configuration for VMware

7.  Go to the Main Configuration Page and select NIC Partitioning
Configuration.

8.  On the NIC Partitioning Configuration page, select Partition 1
Configuration.

9. Complete the Partition 1 Configuration page as follows:
a. ForLink Speed, select either Auto Neg, 10Gbps, or 1Gbps.
b.  Ensure that the link is up.
c. For Boot Protocol, select None.
d.  For Virtual LAN Mode, select Disabled.

10. On the NIC Partitioning Configuration page, select Partition 2
Configuration.

11.  Complete the Partition 2 Configuration page (see Figure 6-20) as follows:
a. For FCoE Mode, select Disabled.
b. For iSCSI Offload Mode, select Disabled.
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Integrated NIC 1Port 1 QLogic 4x10GE QL41164HMRJ CNA - 00:0E:-1E:D2:7D:64
Main Configuration Page « NIC Partitioning Configuration « Partition 2 Configuration
NIC Mode r&-@ O Disabled
NIC + RDMA Mode @ Enabled O Disabled
RDMA Operational Mode O RoCE O IWARP ® RoCENWARP
FCoE Mode © Enabled @& Disabled
ISCSI Offload Mode O Enabled @ Disabled
PClDevice ID 8070
PCl Address 19:00:04
MAC Address 00:0E:1E:D2:7D:68
Virtual MAC Address 00:00:00:00:00:00
PCI Virtual Functions Advertised 16

Figure 6-20. Integrated NIC: Partition 2 Configuration for VMware

Configuring the System BIOS for iSCSI Boot (L2)
To configure the System BIOS on VMware:
1. Onthe System BIOS Settings page, select Boot Settings.
2.  Complete the Boot Settings page as shown in Figure 6-21.

System BIOS Settings « Boot Settings
Boot Mode O BIOS @ ]JEFi
Boot Sequence Retry @ Enabled O Disabled
O 1 ®
Generic USB Boot O Enabled @® Disabled
Hard-disk Drive Placeholder O Enabled @ Disabled
UEFI Boot Settings

Figure 6-21. Integrated NIC: System BIOS, Boot Settings for VMware

3. On the System BIOS Settings page, select Network Settings.
4,  On the Network Settings page under UEFI iSCSI Settings:

a. For iSCSI Device1, select Enabled.

b.  Select UEFI Boot Settings.
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5.  On the iSCSI Device1 Settings page:
a. For Connection 1, select Enabled.
b.  Select Connection 1 Settings.
6. On the Connection 1 Settings page (see Figure 6-22):
a. ForInterface, select the adapter port on which to test the iSCSI boot
firmware table (IBFT) boot from SAN.
b. For Protocol, select either IPv4 or IPv6.
c. ForVLAN, select either Disabled (the default) or Enabled (if you want
to test IBFT with a vVLAN).
d. For DHCP, select Enabled (if the IP address is from the DHCP server)
or Disabled (to use static IP configuration).
e. For Target info via DHCP, select Disabled.
System BIOS
System BIOS Settings « Network Settings « Connection 1 Settings
Interface Integrated NIC 1Port 1Partition 1
Protocol @ IPv4 O IPv6
VLAN O Enabled @® Disabled
Retry Count
Timeout 10000
DHCP @ Enabled O Disabled
Target info via DHCP O Enabled @ Disabled

Figure 6-22. Integrated NIC: System BIOS, Connection 1 Settings for VMware

7.
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Complete the target details, and for Authentication Type, select either
CHAP (to set CHAP details) or None (the default). Figure 6-23 shows an
example.
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System BIOS

Target info via DHCP
Target Name

Target IP Address
Target Port

Target Boot Lun

ISID

Authentication Type

System BIOS Settings « Network Settings « Connection 1 Settings

© Enabled @ Disabled
ign.2000-05.com.3pardata:20210002ac010f9
192.168.17.254

3260

O CHAP @ None

O ®

Figure 6-23. Integrated NIC: System BIOS, Connection 1 Settings (Target) for

10.

VMware

Save all configuration changes, and then reboot the server.
During system boot up, press the F11 key to start the Boot Manager.

In the Boot Manager under Boot Menu, Select UEFI Boot Option, select
the Embedded SATA Port AHCI Controller.

Mapping the CD or DVD for OS Installation
To map the CD or DVD:

1.

Create a customized ISO image using the ESXi-Customizer and inject the
latest bundle or VIB.

Map the ISO to the server virtual console’s virtual media.
On the virtual optical drive, load the ISO file.
After the ISO is loaded successfully, press the F11 key.
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5.  On the Select a Disk To Install Or Upgrade window, under Storage Device,
select the 3PARdata W disk, and then press the ENTER key. Figure 6-24
shows an example.

= JPARdata W (naa . 60002acH0B0DODDODO0R4 . . .) 20,80 GiB

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Cont inue

Figure 6-24. VMware iSCSI BFS: Selecting a Disk to Install
6. Start installation of the ESXi OS on the remote iSCSI LUN.

7.  After the ESXi OS installation completes successfully, the system boots to
the OS, as shown in Figure 6-25.

e lease Build 10302600 )

£ . I0GHZ

Figure 6-25. VMware iSCSI Boot from SAN Successful
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FCoE Boot from SAN

Marvell 41000 Series Adapters support FCoE boot to enable network boot of
operating systems to diskless systems. FCoE boot allows a Windows, Linux, or
VMware operating system to boot from a Fibre Channel or FCoE target machine
located remotely over an FCoE supporting network. You can set the FCoE option
(offload path with Marvell offload FCoE driver) by opening the NIC Configuration
menu and setting the Boot Protocol option to FCoE.

NOTE

The PermitTotalPortShutdown diagnostic feature can take down a port link
when enabled. This feature cannot be used on ports configured to boot from
SAN.

This section provides the following configuration information about FCoE boot
from SAN:

FCoE Out-of-Box and Inbox Support
FCoE Preboot Configuration

B Configuring FCoE Boot from SAN on Windows
u Configuring FCoE Boot from SAN on Linux
B Configuring FCoE Boot from SAN on VMware

FCoE Out-of-Box and Inbox Support

Table 6-6 lists the operating systems’ inbox and out-of-box support for FCoE boot
from SAN (BFS).

Table 6-6. FCoE Out-of-Box and Inbox Boot from SAN

Support
Out-of-Box Inbox
. Hardware Offload Hardware Offload
OS Version FCoE BFS Support FCoE BFS Support
Windows 2016 Yes No
Windows 2019 Yes Yes
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Table 6-6. FCoE Out-of-Box and Inbox Boot from SAN

Support (Continued)
Out-of-Box Inbox
osveson (RGO, s gl
Azure Stack HCI Yes Yes
RHEL 7.8 Yes Yes
RHEL 7.9 Yes Yes
RHEL 8.2 Yes Yes
RHEL 8.3 Yes Yes
SLES 15 SP1, SP2 Yes Yes
VMware ESXi 6.7 U3 Yes No
VMware ESXi 7.0 U1 Yes No

FCoE Preboot Configuration

This section describes the installation and boot procedures for the Windows,
Linux, and ESXi operating systems. To prepare the system BIOS, modify the
system boot order and specify the BIOS boot protocaol, if required.

NOTE

FCoE boot from SAN is supported on ESXi 5.5 and later. Not all adapter
versions support FCoE and FCoE boot from SAN.

Specifying the BIOS Boot Protocol

FCoE boot from SAN is supported in UEFI mode only. Set the platform in boot
mode (protocol) using the system BIOS configuration to UEFI.

NOTE
FCoE BFS is not supported in legacy BIOS mode.

Enabling NPar and the FCoE HBA
To use NPar to configure the FCoE HBA for storage offloads, follow the
instructions in the Application Note, Enabling Storage Offload on Dell and Marvell
FastLinQ 41000 Series Adapters, available on the Marvell Web Site.
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Configuring Adapter UEFI Boot Mode
To configure the boot mode to FCOE:

1.  Restart the system.

2.  Press the OEM hot key to enter System Setup (Figure 6-26). This is also
known as UEFI HII.

DEALEMC

Help | About | Exit

System Setup

System Setup Main Menu

System BIOS
IDRAC Settings

Device Settings

u Select to configure device settings.

Figure 6-26. System Setup: Selecting Device Settings

NOTE

SAN boot is supported in the UEFI environment only. Make sure the

system boot option is UEFI, and not legacy.
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3.  On the Device Settings page, select the Marvell FastLinQ adapter
(Figure 6-27).

Help | About | Exit

System Setup

Device Setfings

Integrated RAID Controller 1: Dell PERC <PERC H330 Mini= Configuration Utility

Integrated MIC 1Port 1: QLogic 5TT0d578x0: 10 Gh Ethernet BCMSTE00 - D4 AES2:8C:62:0F

Integrated MIC 1Port 2: QLogic 57Txo/5T8xx 10 Gb Ethernet BCWSTE00 - D4:AES2:3C:62:11

Integrated MIC 1Port 3: QLogic 57To/578xx 1 Gh Ethernst BCMWMETE00 - DA:AES2:8C:62:13

Integrated MIC 1 Port 4: Qlogic 577xx/578xx 1 Gh Ethernet BCMST800 - D4 AES2:8C:62:15

MIC in Slot 1 Port 1: Qlogic 25GE 2P QLA1262HxCU-DE Adapter - 00:0EE:F0:34:6E

MIC in Slot 1 Port 2: Qlogic 25GE 2P QLAN262HxCU-DE Adapter - O0:0EXE:F0:34:6F

Please note: Only devices which conform to the Human Interface Infrastructure (HIl) in the UEFI
Specification are displayed in this menu.

u Configuration interface for QLogic 25GE 2P QLA1262HxCU-DE Adapter

Figure 6-27. System Setup: Device Settings, Port Selection
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4.  On the Main Configuration Page, select NIC Configuration (Figure 6-28),
and then press ENTER.

Help | About | Exit

NIC in Slot 1Port 1: QLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E11EF0:34:6E

Main Configuration Page

Firmware Image Properties

Device Level Configuration

MIC Configuration

Data Center Bridging (DCB) Settings

MNIC Partitioning Configuration

1SCSI Configuration

FCoE Configuration

Device Mame QlLogic 25GE 2P QL41262HxCU-DE Adapter
Chip Type BCMS57940S A2
PCl Device ID 8070

” Configure Wultiple Boot Agent (MBA) parameters.

Figure 6-28. System Setup: NIC Configuration

5.  On the NIC Configuration page, select Boot Mode, press ENTER, and then
select FCoE as a preferred boot mode.

NOTE

FCoE is not listed as a boot option if the FCoE Mode feature is disabled at
the port level. If the Boot Mode preferred is FCoE, make sure the FCoE
Mode feature is enabled as shown in Figure 6-29 (and described in
Application Note, Enabling Storage Offload on Dell and Marvell FastLinQ
41000 Series Adapters, available on the Marvell Web Site). Not all adapter
versions support FCoE.
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Main Configuration Page « NIC Partitioning Configuration « Partition 2 Configuration

I Moidasmsmms s s ssmsessas o Bnabled.  c@rbisabled
FCoE Maode @ [Enabled) O Disabled
FIP MAC Address 00:0EEF0:34:70

Virtual FIP MAC Address 00:00:00:00:00:00

World Wide Port Name 20:01:00:0E:1E:F0:24:70
Virtual World Wide Port Name 00:00:00:00:00:00:00:00
World Wide Node Name 20:00:00:0EEFO:34:70
Virtual World Wide Node Name 00:00:00:00:00:00:00:00
PCl Device ID 8070

PCI Address 2B:00:04

“ Configure Partition 2 parameters

Figure 6-29. System Setup: FCoE Mode Enabled

To configure the FCoE boot parameters:

1. On the Device UEFI HII Main Configuration Page, select FCoE
Configuration, and then press ENTER.

2. Onthe FCoE Configuration Page, select FCoE General Parameters, and
then press ENTER.

3. On the FCoE General Parameters page (Figure 6-30), press the UP
ARROW and DOWN ARROW keys to select a parameter, and then press
ENTER to select and input the following values:

U  Fabric Discovery Retry Count: Default value or as required

0  LUN Busy Retry Count: Default value or as required
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Main Configuration Page + FCoE Configuration « FCoE General Parameters

Fabric Discovery Retry CouUnt = s s |3|
LUN Busy Retry Count [3

0 Specify the retry count for FCoE fabric discovery. Walue must be in range 0 to B0,

Figure 6-30. System Setup: FCoE General Parameters

Return to the FCoE Configuration page.
Press ESC, and then select FCoE Target Parameters.
Press ENTER.

In the FCoE General Parameters Menu, enable Connect to the preferred
FCoE target.

8.  Type values for the following parameters (Figure 6-31) for the FCoE target,
and then press ENTER:

0 World Wide Port Name Target n
O BootLUNN

Where the value of n is between 1 and 8, enabling you to configure 8 FCoE
targets.

N o g A
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Configuring FCoE Boot from SAN on Windows

FCoE boot from SAN information for Windows includes:

Main Configuration Page + FCoE Configuration

FCoE General Parameters

Virtual LAN 1D

Connect 1

World Wids Port Mame Targset 1

Boot LUN1

Connect 2

World Wide Port Name Target 2 - s

Boot LUN 2

Connect 3

World Wide Port Wame TArGet 3 s

o

@ Enabled © Disabled

50:00:00:00:00:00:00:01

[

@ Enabled  Disabled

[50:00:00:00:00:00:00:02

2

@ Enabled ¢ Disabled

|50:OO:OO:OO:OO:OO:OO:03

” Configure general parameters that apply to all FCoE functionality.

Figure 6-31. System Setup: FCoE General Parameters

Windows Server 2016 and 2019/Azure Stack HCI FCoE Boot Installation

Configuring FCoE on Windows

[ | FCoE Crash Dump on Windows

[ | Injecting (Slipstreaming) Adapter Drivers into Windows Image Files

Windows Server 2016 and 2019/Azure Stack HCI FCoE Boot Installation

For Windows Server 2016 and 2019/Azure Stack HCI boot from SAN installation,
Marvell requires the use of a “slipstream” DVD, or ISO image, with the latest
Marvell drivers injected. See “Injecting (Slipstreaming) Adapter Drivers into
Windows Image Files” on page 125.

January 29, 2021

The following procedure prepares the image for installation and booting in FCoE

mode.

To set up Windows Server 2016 and 2019/Azure Stack HCI FCoE boot:

1. Remove any local hard drives on the system to be booted (remote system).

2. Prepare the Windows OS installation media by following the slipstreaming
steps in “Injecting (Slipstreaming) Adapter Drivers into Windows Image

Files” on page 125.
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Load the latest Marvell FCoE boot images into the adapter NVRAM.

Configure the FCoE target to allow a connection from the remote device.
Ensure that the target has sufficient disk space to hold the new OS
installation.

5.  Configure the UEFI HIl to set the FCoE boot type on the required adapter
port, correct initiator, and target parameters for FCoE boot.

6. Save the settings and reboot the system. The remote system should
connect to the FCoE target, and then boot from the DVD-ROM device.

7. Boot from DVD and begin installation.
8. Follow the on-screen instructions.

On the window that shows the list of disks available for the installation, the
FCoE target disk should be visible. This target is a disk connected through
the FCoE boot protocol, located in the remote FCoE target.

9. To proceed with Windows Server 2016/2019/Azure Stack HCI installation,
select Next, and then follow the on-screen instructions. The server will
undergo a reboot multiple times as part of the installation process.

10. After the server boots to the OS, you should run the driver installer to
complete the Marvell drivers and application installation.

Configuring FCoE on Windows

By default, DCB is enabled on 41000 FCoE- and DCB-compatible C-NICs.
Marvell 41000 FCoE requires a DCB-enabled interface. For Windows operating
systems, use QConvergeConsole GUI or a command line utility to configure the
DCB parameters.

FCoE Crash Dump on Windows

January 29, 2021

Crash dump functionality is currently supported for FCoE boot for the FastLinQ
41000 Series Adapters.

No additional configuration is required for FCoE crash-dump generation when in
FCoE boot mode.
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Injecting (Slipstreaming) Adapter Drivers into Windows Image Files

To inject adapter drivers into the Windows image files:

1. Obtain the latest driver package for the applicable Windows Server version
(2016 or 2019/Azure Stack HCI).

2. Extract the driver package to a working directory:

a. Open acommand line session and navigate to the folder that contains
the driver package.

b.  To extract the driver Dell Update Package (DUP), issue the following
command:

start /wait NameOfDup.exe /s /drivers=<folder path>

3. Download the Windows Assessment and Deployment Kit (ADK) version 10
from Microsoft:

https://developer.microsoft.com/en-us/windows/hardware/
windows-assessment-deployment-Kkit

4.  Follow the Microsoft “Add and Remove Drivers to an offline Windows Image
article” and inject the OOB driver extracted on Step 2, part b. See
https://docs.microsoft.com/en-us/windows-hardware/manufacture/desktop/a
dd-and-remove-drivers-to-an-offline-windows-image

Configuring FCoE Boot from SAN on Linux

FCoE boot from SAN configuration for Linux covers the following:
[ | Prerequisites for Linux FCoE Boot from SAN
u Configuring Linux FCoE Boot from SAN

Prerequisites for Linux FCoE Boot from SAN

The following are required for Linux FCoE boot from SAN to function correctly with
the Marvell FastLinQ 41000 10/25GbE Controller.
General

You no longer need to use the FCoE disk tabs in the Red Hat and SUSE installers
because the FCoE interfaces are not exposed from the network interface and are
automatically activated by the gedf driver.

SLES 12 and SLES 15
B Driver update disk is recommended for SLES 12 SP 3 and later.

B The installer parameter dud=1 is required to ensure that the installer will
ask for the driver update disk.

January 29, 2021
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[ | Do not use the installer parameter withfcoe=1 because the software FCoE
will conflict with the hardware offload if network interfaces from gede are
exposed.

Configuring Linux FCoE Boot from SAN

This section provides FCoE boot from SAN procedures for the following Linux
distributions:

u Configuring FCoE Boot from SAN for RHEL 7.4 and Later
B Configuring FCoE Boot from SAN for SLES 12 SP3 and Later
B Turning Off lldpad

u Using an FCoE Boot Device as a kdump Target

Configuring FCoE Boot from SAN for RHEL 7.4 and Later
To install RHEL 7.4 and later:

1.  Boot from the RHEL 7.x installation media with the FCoE target already
connected in UEFI.

Install Red Hat Enterprise Linux 7.x
Test this media & install Red Hat Enterprise 7.x
Troubleshooting -->

Use the UP and DOWN keys to change the selection

Press 'e' to edit the selected item or 'c' for a command
prompt

To install an out-of-box driver, press the E key. Otherwise, proceed to Step 6.
Select the kernel line, and then press the E key to edit the line.
Issue the following command, and then press ENTER:

inst.dd modprobe.blacklist=qged, gede,gedr,gedi, gedf
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5.  The installation process prompts you to install the out-of-box driver as
shown in Figure 6-32.

Starting Driver Update Disk UI on ttyl...
Started Show Plymouth Boot Screen.
Reached target Paths.
Reached target Basic System.
Started Device—Mapper Multipath Device Controller.
Starting Open—-iSCSI...
Started Dpen-iSCSI.
Starting dracut initgqueue hook...
Created slice system—driversxZ2dupdates.slice.
Starting Driver Update Disk UI on ttyl...
DD: starting interactive mode

(Page 1 of 1) Driver disk device selection
+DEVICE TYPE LABEL uuID
1) =dal ntfs 1A90FE4090FEZZ45
21 =daZ ufat A6FF-80A4
3) =dad ntfs 7490015F900128E6
4) =rd i=09660 2017-07-11-01-39-24-00
it to select, 'r’-refresh, or 'c’-continue: r
(Page 1 of 1) Driver disk device selection
+DEVICE TYPE LABEL uuID
1) sdal ntfs Recovery 1ASOFE4090FE2245
21 =daZ ufat A6FF-80A4
3) =dad ntfs 7490015F900128E6
4) =rd i=o9660 CDROM 2017-07-11-13-08-37-00
t to select, 'r’-refresh, or "c’-continue: 4
DD: Examining ~devrssr0
ount: sdevrssr0 is write-protected, mounting read-only

(Page 1 of 1) Select drivers to install
1) [ 1 smnedia-DD-1/rpmns/xB86_64-kmod—qlgc—fastling—8.22.0.0-1.rhel?u4.x86_64.rpn
it to toggle selection, or “c’—continue: 1

(Page 1 of 1) Select drivers to install
1) [x] smedia~DD-1/rpms/xB6_64-kmod—qlgc—fastling—8.22.0.0-1.rhel?u4.x86_64.rpn
it to toggle selection, or “c’-continue: c

DD: Extracting: kmod—glgc—fastling

(Page 1 of 1) Driver disk device selection
+DEVICE TYPE LABEL uuID
1) sdal ntfs Recovery 1ASOFE4090FE2245
21 =daZ ufat A6FF-80A4
3) =dad ntfs 7490015F900128E6
4) =rd i=o9660 CDROM 2017-07-11-13-08-37-00
it to select, 'r’

r’'-refresh, or 'c’-continue:

Figure 6-32. Prompt for Out-of-Box Installation

6. If required for your setup, load the FastLinQ driver update disk when
prompted for additional driver disks. Otherwise, press the C key if you have
no other driver update disks to install.

7.  Continue with the installation. You can skip the media test. Click Next to
continue with the installation.
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8. Inthe Configuration window (Figure 6-33), select the language to use during
the installation process, and then click Continue.

CONFIGURATION RED HAT ENTERPRISE LINUX 7.4 INSTALLATI
Eus Hel)

USER SETTINGS

ROOT PASSWORD @  usercreaTiOn
Root password is set . No user will be created

Figure 6-33. Red Hat Enterprise Linux 7.4 Configuration

9. Inthe Installation Summary window, click Installation Destination. The disk
label is sda, indicating a single-path installation. If you configured multipath,
the disk has a device mapper label.

10. Inthe Specialized & Network Disks section, select the FCoE LUN.

11.  Type the root user’s password, and then click Next to complete the
installation.

12. During the first boot, add the following kernel command line to fall into shell:

rd.driver.pre=qged, gede,gedr,gedf, gedi

13. After a successful system boot, edit the
/etc/modprobe.d/anaconda-blacklist.conf file to remove the blacklist
entry for the selected driver.

14. Rebuild the ramdisk by issuing the dracut -f command, and then
reboot.

15. Turn off the lldpad and fcoe services that are used for software FCoE. (If
they are active, they can interfere with the typical operation of the hardware
offload FCoE.) Issue the appropriate commands based on your operating
system:

O ForRHEL7 and SLES 15:

# systemctl stop fcoe

# systemctl stop lldpad

# systemctl disable fcoe

# systemctl disable lldpad
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Configuring FCoE Boot from SAN for SLES 12 SP3 and Later

No additional steps, other than injecting DUD for out-of-box driver, are necessary
to perform boot from SAN installations when using SLES 12 SP3.

Turning Off lidpad

After completing the installation and booting to the OS, turn off the lldpad and fcoe
services that are used for software FCoE. (If they are active, they can interfere
with the normal operation of the hardware offload FCoE.) Issue the following
commands:

# service fcoe stop

# service lldpad stop
# chkconfig fcoe off

# chkconfig lldpad off

Using an FCoE Boot Device as a kdump Target

When using a device exposed using the qedf driver as a kdump target for crash
dumps, Marvell recommends that you specify the kdump crashkernel memory
parameter at the kernel command line to be a minimum of 512MB. Otherwise, the
kernel crash dump may not succeed.

For details on how to set the kdump crashkernel size, refer to your Linux
distribution documentation.

Configuring FCoE Boot from SAN on VMware

For VMware ESXi boot from SAN installation, Marvell requires that you use a
customized ESXi ISO image that is built with the latest Marvell Converged
Network Adapter bundle injected. This section covers the following VMware FCoE
boot from SAN procedures.

[ | Injecting (Slipstreaming) ESXi Adapter Drivers into Image Files
[ | Installing the Customized ESXi ISO

Injecting (Slipstreaming) ESXi Adapter Drivers into Image Files

This procedure uses ESXi-Customizer tool v2.7.2 as an example, but you can use
any ESXi customizer.

To inject adapter drivers into an ESXi image file:
1. Download ESXi-Customizer v2.7.2 or later.
2. Gotothe ESXi customizer directory.

3. Issue the ESXi-Customizer.cmd command.
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4. Inthe ESXi-Customizer dialog box, click Browse to complete the following.
a. Select the original VMware ESXi ISO file.

b. Select either the Marvell FCoE driver VIB file or the Marvell offline
gedentv bundle ZIP file.

C. For the working directory, select the folder in which the customized
ISO needs to be created.

d. Click Run.

Figure 6-34 shows an example.

&) ESXi-Customizer - ESXi-Customizer.v-front.de ILIE-

Select the original VMware ESXi 1S0:

)
=
@
™
o
3
o
(=1
o
|:'[.|
ot
1=k
(11
a
.
o
e
(11
“
I
fui)
&
(=
a
o)
i

Browse...

Select an OEM.tgz file, a VIB file or an Offline Bundle:

Browse... | |C:\Usershddministrator\D esktopigedenty-bundle-esx67-4.0.60.zip

Select the working directory [needs to be on a local NTFS-formatted drive):

Browse... | |C:\Usersh\&dministrator\DesktophE SXIE. 7-with4.0.60

Do not touch Force repacking Force repacking and pause for ady. editing

[ ] Enable automatic update check [requires working Internet connection)

| Runl | | Cance!|

Figure 6-34. ESXi-Customizer Dialog Box
5.  Burn a DVD that contains the customized ISO build located in the working
directory specified in Step 4c.
6. Use the new DVD to install the ESXi OS.

Installing the Customized ESXi ISO
1.  Load the latest Marvell FCOE boot images into the adapter NVRAM.
2.  Configure the FCOE target to allow a valid connection with the remote

machine. Ensure that the target has sufficient free disk space to hold the
new OS installation.

3.  Configure the UEFI HIl to set the FCOE boot type on the required adapter
port, the correct initiator, and the target parameters for FCOE boot.
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4.  Save the settings and reboot the system.

The initiator should connect to an FCOE target and then boot the system
from the DVD-ROM device.

Boot from the DVD and begin installation.
Follow the on-screen instructions.

On the window that shows the list of disks available for the installation, the
FCOE target disk should be visible because the injected Converged
Network Adapter bundle is inside the customized ESXi ISO. Figure 6-35
shows an example.

»* DGC RAID 5 (naa.600601602d903600f93ef ...) 100.00 GiB

(Esc) Cancel (F1) Details (FS) Refresh (Enter) Continue

Figure 6-35. Select a VMware Disk to Install
Select the LUN on which ESXi can install, and then press ENTER.

On the next window, click Next, and then follow the on-screen instructions.
When installation completes, reboot the server and eject the DVD.

10. During the server boot, press the F9 key to access the One-Time Boot
Menu, and then select Boot media to QLogic adapter port.

11.  Under Boot Menu, select the newly installed ESXi to load through boot from
SAN.
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Figure 6-36 provides two examples.

DEALEMC Bo

Help | About

Exit

Boot Manager
Boot Menu
Select Legacy Boot Option

* [Hard drive] RAID Controller in Slot 6: PERC H730P Adapter(bus 18 dev 00)

*NIC in Slot 1Port 1: BRCM MBA Slot 3800 v7.10.1

*NIC in Slot 1Port 2: BRCM MBA Slot 3B01v7.10.1

* Embedded SATA Port AHCI Controller L: PLDS DVD+/-RW DU-8A5LH

* Integrated NIC 1Port 1Partition 1: QLogic MBA Slot 1900 v2.0.18

*NIC in Slot 5 Port 1Partition 1: QLogic MBA Slot 8600 v2.0.18

*NIC in Slot 5 Port 2 Partition 1: QLogic MBA Slot 8601v2.0.18

“ Device Path : PciRoot(0x1)/Pci(0x0,0x0)/Pci(0x0,0x0)

DEALLEMC Boot h

Exit

Boot Manager

Boot Menu
Select UEFI Boot Option

ot Ma

Embedded SATA Port AHCI Controller L: EFI DVD/CDROM 1

1: <Not Connected:

PXE Device 1: NIC in Slot 5 Port 1Partition 1

PXE Device 2: Integrated NIC 1Port 1Partition 1

PXE Device 3: Integrated NIC 1Port 1Partition 1

PXE Device 4: Integrated NIC 1Port 1 Partition 1

RAID Controller in Slot 6: EFI Fixed Disk Boot Device 1

UEFI Boot Option Maintenance

“ Device Path : PciRoot(0x0)/Pci{0x17,0x0)/ Sata(0x7,0xFFFF,0x0)

Figure 6-36. VMware USB Boot Options
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Viewing Boot Statistics

To view boot statistics for PXE, iSCSI, and FCoE, on the Main Configuration
Page, click Boot Session Information. Figure 6-37 shows an example.

DEALEMC Sy Setup Help | About

Exit

NIC in Mezzanine 1A Port 1 QLogic 2x25GE QL41262HMKR CNA - 34:80:0D:00:33:04

Main Configuration Page » Boot Session Information

Link Speed ctdisicanis 05 Bhne
B ArtHBHING G HE s s o NP AT SREIOY
Boot Mode «miman s s UIERLROOE
FCBEMAL om0 SRR 42
MAE AN EES famsatnat st e e s e e 34:80:00:1D:0C:40
PXE Boot
< UNDI SEALUS oo Stopped
- Received o Q0B
- Transmitted - 0.0B
ISCSI Boot i NIA
FCoE Boot
- VLAN Discovery - -+ Succeeded

Figure 6-37. Boot Session Information

January 29, 2021

Page 133

Doc. No. AH0054602-00 Rev. X
Copyright © 2021 Marvell



/ RoCE Configuration

This chapter describes RDMA over converged Ethernet (RoCE v1 and v2)
configuration on the 41000 Series Adapter, the Ethernet switch, and the Windows,
Linux, or VMware host, including:

Supported Operating Systems and OFED

“Planning for RoCE” on page 135

“Preparing the Adapter” on page 136

“Preparing the Ethernet Switch” on page 136

“Configuring RoCE on the Adapter for Windows Server” on page 140
“Configuring RoCE on the Adapter for Linux” on page 158
“Configuring RoCE on the Adapter for VMware ESX” on page 173
“Configuring DCQCN” on page 180

NOTE

Some RoCE features may not be fully enabled in the current release.

Supported Operating Systems and OFED

Table 7-1 shows the operating system support for RoCE v1, RoCE v2, iWARP,
and iSER. OpenFabrics Enterprise Distribution (OFED) is not supported for any

0Os.

Table 7-1. OS Support for RoCE v1, RoCE v2, iWARP and iSER

Operating System Inbox

Windows Server 2016
Windows Server
2019/Azure Stack HCI
RHEL 7.8

RHEL 7.9

No
RoCE v1, RoCE v2, iWARP
RoCE v1, RoCE v2, iWARP
RoCE v1, RoCE v2, iWARP, iSER, NVMe-oF
RoCE v1, RoCE v2, iWARP, iSER, NVMe-oF
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Table 7-1. OS Support for RoCE v1, RoCE v2, iWARP and iSER (Continued)

Operating System Inbox

RHEL 8.2 RoCE v1, RoCE v2, iWARP, iSER, NVMe-oF
RHEL 8.3 RoCE v1, RoCE v2, iWARP, iSER, NVMe-oF
SLES 15 SP1 RoCE v1, RoCE v2, iWARP, iSER, NVMe-oF
SLES 15 SP2 RoCE v1, RoCE v2, iWARP, iSER, NVMe-oF
VMware ESXi 6.7 U3 RoCE v1, RoCE v2
VMware ESXi 7.0 U1 RoCE v1, RoCE v2

Planning for RoCE

As you prepare to implement RoCE, consider the following limitations:

[ | If you are using the inbox OFED, the operating system should be the same
on the server and client systems. Some of the applications may work
between different operating systems, but there is no guarantee. This is an
OFED limitation.

B For OFED applications (most often perftest applications), server and client
applications should use the same options and values. Problems can arise if
the operating system and the perftest application have different versions. To
confirm the perftest version, issue the following command:

# ib_send bw --version

B Building libgedr in inbox OFED for older distributions (RHEL 7.4 and earlier)
requires installing libibverbs-devel. For later versions of RHEL, use the inbox
rdma-core of the distribution.

B Running user space applications in inbox OFED requires installing the
InfiniBand® Support group, by yum groupinstall “InfiniBand Support” that
contains libibcm, libibverbs, and more.

u OFED and RDMA applications that depend on libibverbs also require the
Marvell RDMA user space library, libgedr, which is available inbox in all
relevant distributions as part of the rdma-core. Install libgedr using the
libgedr RPM or source packages.

B View the current RDMA statistics and counters under debugfs:
/sys/kernel/debug/gedr

[ | RoCE supports only little endian.

Doc. No. AH0054602-00 Rev. X
January 29, 2021 Page 135 Copyright © 2021 Marvell



7-RoCE Configuration
Preparing the Adapter

Preparing the Adapter

Follow these steps to enable DCBX and specify the RoCE priority using the HlI
management application. For information about the HIl application, see Chapter 5
Adapter Preboot Configuration.

These steps cause the device to add the DCBX application tivs (for
RoCE/RoCEvV2) to its suggested DCBX configuration when negotiating with the
switch. This application works for persistent out-of-the-box DCBX with no
additional configuration required. However, it limits RoCE to use a single DCBX
priority for RoCE. If multiple DCB priorities are needed for RoCE, use the dynamic
configuration from the host through debugfs conf.sh, debusfs dump.sh, and
debugfs edit.sh (all available in the add-ons folder in the FastLinQ package).

To prepare the adapter:

1. On the Main Configuration Page, select Data Center Bridging (DCB)
Settings, and then click Finish.

2.  Inthe Data Center Bridging (DCB) Settings window, click the DCBX
Protocol option. The 41000 Series Adapter supports both CEE and IEEE
protocols. This value should match the corresponding value on the DCB
switch. In this example, select CEE or Dynamic.

3. Inthe RoCE Priority box, type a priority value. This value should match the
corresponding value on the DCB switch. In this example, type 5. Typically, 0
is used for the default lossy traffic class, 3 is used for the FCoE traffic class,
and 4 is used for lossless iISCSI-TLV over DCB traffic class.

Click Back.

When prompted, click Yes to save the changes. Changes will take effect
after a system reset.

For Windows, you can configure DCBX using the HIl or QoS method. The
configuration shown in this section is through HIl. For QoS, refer to
“Configuring QoS for RoCE” on page 276.

Preparing the Ethernet Switch

This section describes how to configure a Cisco® Nexus® 6000 Ethernet Switch
and a Dell Z9100 Ethernet Switch for RoCE.

B Configuring the Cisco Nexus 6000 Ethernet Switch
B Configuring the Dell Z9100 Ethernet Switch for RoCE
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Configuring the Cisco Nexus 6000 Ethernet Switch

Steps for configuring the Cisco Nexus 6000 Ethernet Switch for RoCE include
configuring class maps, configuring policy maps, applying the policy, and
assigning a vLAN ID to the switch port.

January 29, 2021

To configure the Cisco switch:

1.

Open a config terminal session as follows:

Switch# config terminal view

switch (config) #
Configure the quality of service (QoS) class map and set the RoCE priority
(cos) to match the adapter (5) as follows:

switch(config) # class-map type gos class-roce

switch (config)# match cos 5

Configure queuing class maps as follows:

switch (config)# class-map type queuing class-roce
switch (config) # match qos-group 3

Configure network QoS class maps as follows:

switch (config)# class-map type network-gos class-roce
switch (config) # match qos-group 3

Configure QoS policy maps as follows:

switch (config)# policy-map type gos roce
switch (config) # class type gos class-roce

switch (config) # set gos-group 3

Configure queuing policy maps to assign network bandwidth. In this
example, use a value of 50 percent:

switch (config)# policy-map type queuing roce
switch(config) # class type queuing class-roce

switch (config)# bandwidth percent 50

Configure network QoS policy maps to set priority flow control for no-drop
traffic class as follows:

switch (config)# policy-map type network-gos roce
switch (config)# class type network-qos class-roce

switch (config) # pause no-drop

Apply the new policy at the system level as follows:

switch (config)# system gos

switch (config)# service-policy type gos input roce
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switch (config) # service-policy type queuing output roce
switch (config) # service-policy type queuing input roce

switch (config) # service-policy type network-gos roce

9.  Assign a vLAN ID to the switch port to match the vLAN ID assigned to the
adapter (5).
switch (config) # interface ethernet x/x
switch (config) # switchport mode trunk

switch(config) # switchport trunk allowed vlan 1,5

Configuring the Dell Z9100 Ethernet Switch for RoCE

Configuring the Dell Z9100 Ethernet Switch for RoCE comprises configuring a DCB map
for RoCE, configuring priority-based flow control (PFC) and enhanced transmission
selection (ETS), verifying the DCB map, applying the DCB map to the port, verifying PFC
and ETS on the port, specifying the DCB protocol, and assigning a VLAN ID to the switch
port.

NOTE

For instructions on configuring a Dell Z91000 switch port to connect to
the 41000 Series Adapter at 25Gbps, see “Dell Z9100 Switch
Configuration” on page 318.

To configure the Dell switch:
1.  Create a DCB map.

Dell# configure
Dell (conf) # dcb-map roce
Dell (conf-dcbmap-roce) #

2.  Configure two ETS traffic classes in the DCB map with 50 percent
bandwidth assigned for RoCE (group 1).
Dell (conf-dcbmap-roce) # priority-group 0 bandwidth 50 pfc off

Dell (conf-dcbmap-roce) # priority-group 1 bandwidth 50 pfc on
3.  Configure the PFC priority to match the adapter traffic class priority number

(5).

Dell (conf-dcbmap-roce) # priority-pgid 0 0 0 0 0 1 0 O

4.  Verify the DCB map configuration priority group.

Dell (conf-dcbmap-roce) # do show gos dcb-map roce
State :Complete
PfcMode :0N
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PG:0 TSA:ETS BW:40 PEFC:0FF
Priorities:0 1 2 3 4 6 7

PG:1 TSA:ETS BW:60 PFC:0N

Priorities:5
5.  Apply the DCB map to the port.

Dell (conf) # interface twentyFiveGigE 1/8/1
Dell (conf-if-tf-1/8/1)4# dcb-map roce

6. Verify the ETS and PFC configuration on the port. The following examples
show summarized interface information for ETS and detailed interface
information for PFC.

Dell (conf-if-tf-1/8/1)+# do show interfaces twentyFiveGigE 1/8/1 ets summary
Interface twentyFiveGigE 1/8/1

Max Supported TC is 4

Number of Traffic Classes is 8

Admin mode is on

Admin Parameters

Admin is enabled

PG-grp Priority# BW-% BW-COMMITTED BW-PEAK TSA
% Rate (Mbps) Burst (KB) Rate (Mbps) Burst (KB)

0 0,1,2,3,4,6,7 40 - - - - ETS

1 5 60 - - - - ETS

2 —_ - — - - —_

3 — — — — — —_

Dell (Conf)# do show interfaces twentyFiveGigE 1/8/1 pfc detail
Interface twentyFiveGigE 1/8/1

Admin mode is on

Admin is enabled, Priority list is 5

Remote is enabled, Priority list is 5

Remote Willing Status is enabled

Local is enabled, Priority list is 5

Oper status 1is init

PFC DCBX Oper status is Up

State Machine Type is Feature
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TLV Tx Status is enabled

PFC Link Delay 65535 pause quntams
Application Priority TLV Parameters
FCOE TLV Tx Status is disabled

ISCSI TLV Tx Status 1is enabled

Local FCOE PriorityMap is 0x0

Local ISCSI PriorityMap is 0x20
Remote ISCSI PriorityMap is 0x200

66 Input TLV pkts, 99 Output TLV pkts, 0 Error pkts, 0 Pause Tx pkts, 0 Pause
Rx pkts

66 Input Appln Priority TLV pkts, 99 Output Appln Priority TLV pkts, 0 Error
Appln Priority TLV Pkts

7.  Configure the DCBX protocol (CEE in this example).

Dell (conf) # interface twentyFiveGigE 1/8/1
Dell (conf-if-tf-1/8/1)+# protocol 1lldp
Dell (conf-if-tf-1/8/1-11dp) # dcbx version cee

8.  Assign a VLAN ID to the switch port to match the VLAN ID assigned to the
adapter (5).
Dell (conf) # interface vlan 5
Dell (conf-if-v1-5)# tagged twentyFiveGigE 1/8/1

NOTE

The VLAN ID need not be the same as the RoCE traffic class priority
number. However, using the same number makes configurations
easier to understand.

Configuring RoCE on the Adapter for Windows
Server

Configuring RoCE on the adapter for Windows Server host comprises enabling
RoCE on the adapter and verifying the Network Direct MTU size.

To configure RoCE on a Windows Server host:
1.  Enable RoCE on the adapter.

a. Open the Windows Device Manager, and then open the 41000 Series
Adapters NDIS Miniport Properties.

b.  On the QLogic FastLinQ Adapter Properties, click the Advanced tab.
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c. On the Advanced page, configure the properties listed in Table 7-2 by
selecting each item under Property and choosing an appropriate
Value for that item. Then click OK.

Table 7-2. Advanced Properties for RoCE

Property Value or Description

NetworkDirect Enabled

Functionality

Network Direct Mtu The network direct MTU size must be less than the
Size jumbo packet size.

For optimal performance, set this (per physical function)
RoCE MTU size to 4,096 when the (per physical func-
tion) L2 Ethernet MTU size is set to a value larger

than 4,096. Additionally, set the network and target ports
to an equivalent MTU size (to prevent the packets from
fragmenting or dropping).

On Windows, this RoCE MTU value is not automatically
changed when the L2 Ethernet MTU value is changed.

Quality of Service For RoCE v1/v2, always select Enabled to allow Win-
dows DCB-QoS service to control and monitor DCB. For
more information, see “Configuring QoS by Disabling
DCBX on the Adapter” on page 276 and “Configuring
QoS by Enabling DCBX on the Adapter” on page 281.

NetworkDirect RoCE or RoCE v2.
Technology
VLAN ID Assign any VLAN ID to the interface. The value must be

the same as is assigned on the switch.
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Figure 7-1 shows an example of configuring a property value.

Qlogic FastLinQ GQL41262-DE 25GbE Adapter (VED Client) 2225 Pr... X

General Advanced Drver Detals Events Power Management

The following properties are available for this network adapter. Click
the propesty you want to change on the left, and then selsct its value

on the night

Property: Value:
Lange Send Offload V2 (IPvE) A |2~[;.1.g ﬂ
Link control

Locally Administered Address 1024

Maoamum Number of RSS Queues 256

Metwork Drect Functional 4096
NatwomD-ect Miu Size 512

MUMA node ID

NVGRE Encapsulated Task Offioa
Priority & VLAMN

Quality of Service

RDMA Mzx QPs Number

RDMA Mode

Receive Buffers (D=Auto)

Receive Side Scaling v

e

Figure 7-1. Configuring RoCE Properties

Using Windows PowerShell, verify that RDMA is enabled on the adapter.
The Get-NetAdapterRdma command lists the adapters that support
RDMA—both ports are enabled.

NOTE

If you are configuring RoCE over Hyper-V, do not assign a vLAN ID to
the physical interface.

PS C:\Users\Administrator> Get-NetAdapterRdma

Name InterfaceDescription Enabled
SLOT 4 3 Port 1 QLogic FastLinQ QL41262... True
SLOT 4 3 Port 2 QLogic FastLinQ QL41262... True

Using Windows PowerShell, verify that NetworkDirect is enabled on the
host operating system. The Get-NetOffloadGlobalSetting command
shows NetworkDirect is enabled.

PS C:\Users\Administrators> Get-NetOffloadGlobalSetting
ReceiveSideScaling : Enabled
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ReceiveSegmentCoalescing : Enabled
Chimney : Disabled
TaskOffload : Enabled
NetworkDirect : Enabled
NetworkDirectAcrossIPSubnets : Blocked
PacketCoalescingFilter : Disabled

4. Connect a server message block (SMB) drive (see “Mapping the SMB Drive”
on page 271), run RoCE traffic, and verify the results.

To set up and connect to an SMB drive, view the information available online
from Microsoft:

https://technet.microsoft.com/en-us/library/hh831795(v=ws.11).aspx

5. By default, Microsoft's SMB Direct establishes two RDMA connections per
port, which provides good performance, including line rate at a higher block
size (for example, 64KB). To optimize performance, you can change the
quantity of RDMA connections per RDMA interface to four (or greater).

To increase the quantity of RDMA connections to four (or more), issue the
following command in Windows PowerShell:

PS C:\Users\Administrator> Set-ItemProperty -Path

"HKLM: \SYSTEM\CurrentControlSet\Services\LanmanWorkstation\
Parameters" ConnectionCountPerRdmaNetworkInterface -Type
DWORD -Value 4 -Force
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Viewing RDMA Counters
The following procedure also applies to iWARP.

To view RDMA counters for RoCE:
1. Launch Performance Monitor.

2. Open the Add Counters dialog box. Figure 7-2 shows an example.

Add Counters

Available counters

Select counters From computer:

<Local computers o Browse...

Cavium FastLinC Congestion Control v
Cavium FastLinQ Port Counters v
Cavium FastLinQ RDMA Error Counters A
Client Side Caching v
Database v
Database ==> Instances v
Database ==> TableClasses v

| Distributed Transaction Coordinator v M

Instances of selected object:

<Allinstances =
Qlogic FastLing QL41162H 10GbE Adapter (VBD Client)
Qloaic FastLind QL41162H 10GhE Adapter (VBD Client) #2

- Search

Add ==

Figure 7-2. Add Counters Dialog Box

Doc. No. AH0054602-00 Rev. X
January 29, 2021 Page 144 Copyright © 2021 Marvell



7-RoCE Configuration
Configuring RoCE on the Adapter for Windows Server

NOTE

If Marvell RDMA counters are not listed in the Performance Monitor
Add Counters dialog box, manually add them by issuing the following
command from the driver location:

Lodctr /M:gend.man

3.  Select one of the following counter types:
0 Cavium FastLinQ Congestion Control:

B Increment when there is congestion in the network and ECN is
enabled on the switch.

B Describe RoCE v2 ECN Marked Packets and Congestion
Notification Packets (CNPs) sent and received successfully.

B Apply only to RoCE v2.

0 Cavium FastLinQ Port Counters:
B Increment when there is congestion in the network.

u Pause counters increment when flow control or global pause is
configured and there is a congestion in the network.

B PFC counters increment when priority flow control is configured
and there is a congestion in the network.
U Cavium FastLinQ RDMA Error Counters:
| Increment if any error occurs in transport operations.
| For details, see Table 7-3.

4, Under Instances of selected object, select Total, and then click Add.
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Figure 7-3 shows three examples of the counter monitoring output.
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Figure 7-3. Performance Monitor: 41000 Series Adapters’ Counters

RDMA Error
Counter

Table 7-3 provides details about error counters.

Table 7-3. Marvell FastLinQ RDMA Error Counters

Description

Applies

Applies
iWARP?

to

Troubleshooting

CQ

overflow

Requestor
Bad
response

A completion queue on which an
RDMA work request is posted. This
counter specifies the quantity of
instances where there was a com-
pletion for a work request on the
send or receive queue, but no space
on the associated completion queue.

A malformed response was returned
by the responder.

Yes

Yes

Yes

Indicates a software
design issue causing
an insufficient comple-
tion queue size.
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Table 7-3. Marvell FastLinQ RDMA Error Counters (Continued)

RDMA Error
Counter

Description

Applies
(o)
RoCE?

Applies
(o)
iWARP?

Troubleshooting

Requestor
CQEs
flushed
with error

Requestor
Local
length

Requestor
local
protection

Requestor
local QP
operation

Requestor
Remote
access

Requestor
Remote
Invalid
request

Posted work requests may be
flushed by sending completions with
a flush status to the completion
queue (CQ) (without completing the
actual execution of the work request)
if the queue pair (QP) moves to an
error state for any reason and pend-
ing work requests exist. If a work
request completed with error status,
all other pending work requests for
that QP are flushed.

The RDMA Read response message
contained too much or too little pay-
load data.

The locally posted work request’s
data segment does not reference a
memory region that is valid for the
requested operation.

An internal QP consistency error
was detected while processing this
work request.

A protection error occurred on a
remote data buffer to be read by an
RDMA Read, written by an RDMA
Write, or accessed by an atomic
operation.

The remote side received an invalid
message on the channel. The invalid
request may have been a Send mes-
sage or an RDMA request.

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Occurs when the
RDMA connection is
down.

Usually indicates an
issue with the host soft-
ware components.

Usually indicates an
issue with the host soft-
ware components.

Possible causes
include the operation is
not supported by this
receive queue, insuffi-
cient buffering to
receive a new RDMA or
atomic operation
request, or the length
specified in an RDMA
request is greater than
231 bytes.
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Table 7-3. Marvell FastLinQ RDMA Error Counters (Continued)

RDMA Error
Counter

Description

Applies

to

RoCE?

Applies

to

iWARP?

Troubleshooting

Requestor
remote
operation

Requestor
retry
exceeded

Requestor
RNR
Retries
exceeded

Responder
CQOE
flushed

Remote side could not complete the
operation requested due to a local
issue.

Transport retries have exceeded the
maximum limit.

Retry due to reset not require (RNR)
no acknowledgment (NAK) received
have been tried the maximum num-
ber of times without success.

Posted work requests (receive buf-
fers on RQ) may be flushed by send-
ing completions with a flush status to
the CQ if the QP moves to an error
state for any reason, and pending
receive buffers exist on the RQ. If a
work request completed with an
error status, all other pending work
requests for that QP are flushed.

Yes

Yes

Yes

Yes

Yes

Yes

No

Yes

A software issue at the
remote side (for exam-
ple, one that caused a
QP error or a mal-
formed work queue ele-
ment (WQE) on the
receive queue (RQ)
prevented operation
completion.

The remote peer may
have stopped respond-
ing, or a network issue
is preventing messages
acknowledgment.

The remote peer may
have stopped respond-
ing, or a network issue
is preventing messages
acknowledgment.

This counter may incre-
ment at the end of an
SMB direct tear-down
session, when the
RDMA receiver needs
to post unused receive
WQEs. Under some
high bandwidth condi-
tions, more receive
WQEs than actually
needed could be cre-
ated by the application.
Then during the appli-
cation tear-down
phase, any unused
receive WQEs will be
reported as completion
with an error, to indicate
that the hardware does
not plan to use them.
This error, by itself, is
not an error indication.
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Table 7-3. Marvell FastLinQ RDMA Error Counters (Continued)

RDMA Error
Counter

Description

Applies
(o)
RoCE?

Applies
(o)
iWARP?

Troubleshooting

Responder
local
length

Responder
local
protection

Responder
Local QP
Operation
error

Responder
remote
invalid
request

Invalid length in inbound messages.

The locally posted work request’s
data segment does not reference a
memory region that is valid for the
requested operation.

An internal QP consistency error
was detected while processing this
work request.

The responder detected an invalid
inbound message on the channel.

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Misbehaving remote
peer. For example, the
inbound send mes-
sages have lengths
greater than the receive
buffer size.

Indicates a software
issue with memory
management.

Indicates a software
issue.

Indicates possible mis-
behavior by a remote
peer. Possible causes
include: the operation is
not supported by this
receive queue, insuffi-
cient buffering to
receive a new RDMA
request, or the length
specified in an RDMA
request is greater than
231 pytes.

Configuring RoCE for SR-IOV VF Devices (VF RDMA)

The following sections describe how to configure RoCE for SR-IOV VF devices
(also referred to as VF RDMA). Associated information and limitations are also

provided.

Configuration Instructions

To configure VF RDMA:

1.  Install the VF RDMA capable components (drivers, firmware, multiboot

image (MBI)).
2. Configure QoS for VF RDMA.
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QoS configuration is needed to configure priority flow control (PFC) for
RDMA. Configure QoS in the host as documented in “Configuring QoS for
RoCE” on page 276. (QoS configuration must be done in the host, not in the
VM).

3.  Configure Windows Hyper-V for VF RDMA:

a. Enable SR-IOV in HIl and on the Advanced tab in Windows Device
Manager.

b. Open the Windows Hyper-V Manager on the host.
c.  Open the Virtual Switch Manager from the right pane.
d.  Select New Virtual Network switch with type External.

Figure 7-4 shows an example.

eeeeeeeeeeeeeeeeeeeeeeeeeee

Checkpoint

Figure 7-4. Setting an External New Virtual Network Switch
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e. Click the External network button, and then select the appropriate
adapter. Click Enable single-root I/O virtualization (SR-IOV).

Figure 7-5 shows an example.

Checkpoint

toshare th

Je-100t 1/0 virtualization (SR-10V)

@ %101 can oy be confiueed when the it swich s rested. A
s,

tual switch with SR-10V enabled cannot be converted to an internal or priva

Fe A on Hep
= B
Hyps ger Actions
Virtual Machines
| LI WINEIT-R7402 -
Nome state CPUUssge  AssgnedMemory  Uptime status Configura
B v of %0 New 4
% Import Vitual Machine
2 Virtual Switch Manager for WINEIT-R740-2 - x
e
Name:
[New etua swicn ]
Notes:

Figure 7-5. Setting SR-IOV for New Virtual Switch

= ds

s2AM )
4/11/2019
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f. Create a VM and open the VM settings.

Figure 7-6 shows an example.

L
File Action View Help

|z 3

B FhperV Manager - - -
B WINEIT-R740-2 Virtual Machines

WINEIT-R740-2

Name - State CPUUsage  Assigned Memory  Uptime Status Configurati
B v of 90 New 4

% Import Virtual Machine.

5 Sttings for WI1 on WINEIT-R720-2

Checkpoints

0 Ensble Replication.

B Hep

Summary Memory Networking Replication

528 AM

3 yrime N

Figure 7-6. VM Settings

g. Select Add Hardware, and then select Network Adapter to assign the
virtual network adapters (VMNICs) to the VM.

h.  Select the newly created virtual switch.
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i. Enable VLAN to the network adapter.

Figure 7-7 shows an example.

B
File Acion View Help
|z 3
BH Hyper-V Manager Actions
Virtual Machines
| LI £ INEIT-R7402 B
Neme State CPUUsage  Assigned Memory  Uptime Status Configurat
B v of 90 New 4
%, Import Virtual Machine.
[ Settings for VM-1 on WINEIT-R740-2 - X [ Hyper-V Settings.
ot ] | Switc
~ )
154N
T Network Adapter s
virtual
New vrtual Switch 5
wanp
Enable virtual LAN identification
>
The VLAN identife specfies the vitual LAN that tisvitual machine wiluse for ol
network commuricatons through th network acapter
Checkpoints B
o remove the network adapter rom tis vitual machine, cick Rem
8 Enable Replication
Remove B Enable Replicat
B Hep
vm-1
Concel sorly

Figure 7-7. Enabling VLAN to the Network Adapter
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j- Expand the network adapter settings. Under Single-root /0
virtualization, select Enable SR-IOV to enable SR-IOV capabilities for
the VMNIC.

Figure 7-8 shows an example.

Actions

Hyper-V Manager
Virtual Machines
BB WINEIT-R740-2 INEIT-R7402 -

Name. - State CPUUsage  Assigned Memory  Uptime Status. Configurati,
B o ”

2 Settings for VM-1 on WINEIT-R740-2 - x

Vitual machine quee

i feature.
Enable virtual machine queue

IPsec task offoading

required to offioad Psec tasks.

Checkpoints ] |8 vetee

0 Ensble Replication.

B Hep

= soply

Summary Memory Networking Replication

531AM
3 yrime N

Figure 7-8. Enabling SR-IOV for the Network Adapter

4. Issue the following PowerShell command on the host to enable RDMA
capabilities for the VMNIC (SR-IOV VF).

Set-VMNetworkAdapterRdma -VMName <VM_NAME>
-VMNetworkAdapterName <VM NIC_NAME> -RdmaWeight 100

NOTE

The VM must be powered off before issuing the PowerShell
command.
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5.  Upgrade the Marvell drivers in the VM by booting the VM and installing the
latest drivers using the Windows Super Installer on the Marvell CD.

Figure 7-9 shows an example.

B YM-1 on WINEIT-R740-2 - Virual Machine Connection
Fle Acion Media View Help
[ Programs and Features

4 [ > ControlPanel » Programs > Programs and Features

Uninstall or change a program

To uninstall a program, select t from the lst and then click Uninstall, Change, or Repair

Organize v Uninstall  Change

Name ’ Installed On  Size Version
) ImDisk Virtual Disk Driver 47572019 320K
e 1211272018 MIM8 721
121122018 614MB 3580800
121122018 681MB 3580800
&) - 141... Mic 27MB 1412258100
Management Super Installer (x64) 1/ T07MB 14000900
4102980
47572019 TTIMB 264
47572019 49MB 101177631

Qogic Corporation Product version: 14.00.03.00 Supportfink: ~ https//wwnw.glogic.com 707 MB
Help fink Update informati Ih Com

QLogic Drivers and Management Software Installer Packag.

% ys N

Figure 7-9. Upgrading Drivers in VM
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6.

Enable RMDA on the Microsoft network device associated with the VF inside

the VM.

Figure 7-10 shows an example.

IP VM-1 on WINEIT-R740-2 - Virtual Machine Connection

& Computer

General Advanced Drver Details Everts

& Display adapters

- Disk drives

[ Microsoft Hyper-V Net]
57 Ologic 2x25GE QL4123
[ WAN Miniport (GRE)
[ WAN Miniport (IKEv2)
I WAN Miniport (IP)

[ WAN Miniport (IPv6)
I WAN Miniport (L2TP)
[ WAN Miniport (Netwo
I WAN Miniport (PPPOE]
[ WAN Miniport (PPTP)
I WAN Miniport (SSTP)

The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value
on the right.

E2 Keyboards Property: Value:
@ Mice and other pointing d Forwarding Optimization A -
[ Monitors ll-'gyg:cr-\éfrr»ll;ta\;oﬂ( Adapter Name

~ [ Network adapters IPv4 Checksum Offload

Jumbo Packet

Large Send Offload Version 2 (IPv:
Large Send Offload Version 2 (IPvi
Max Mumber of RSS Processors
Maximum Mumber of RSS Gueues
Maximum RSS Processor Number
Network Address

Receive Buffer Size v

§ Ports (COM & LPT)
™ Print queues
1 Processors

Cancel

a.

Figure 7-10. Enabling RDMA on the VMNIC
7.  Start the VM RMDA traffic:

- O *
File  Action Media Clipboard View Help
a
File Action View Help
@ ‘$| | D | E | '7_“| Microsoft Hyper-V Network Adapter #124 Properties
g v & VMWin17763-379 "

Connect a server message block (SMB) drive, run RoCE traffic, and

verify the res

ults.

Open the Performance monitor in the VM, and then add RDMA
Activity counter.
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Limitations
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c.  Verify that RDMA traffic is running.

Figure 7-11 provides an example.

H;I WM-1 on WINEIT-R740-2 - Virtual Machine Connection

File Action Media View Help
(@) Performance Monitor
(&) File Action View Window Help
2| sm @ HE
(%) Performance STEEHEY YIEEELIT
~ [ Monitoring Tool =
B8 Performance Monitor
4 Data Collector Setc WMWIN17763-379
3 Processor Information _Total
[ Reports % Processor Time 49.206
RDMA Activity Qlogic 2x25GE QL41232HxCU NIC (SR-10V)
RDMA Accepted Connections 0.000
RDMA Active Connections 4.000
RDMA Completion Queue 0,000

0.000

0.000
2,241,581,844
2,183,001.855

2000
2,232,968,683
2,120,339.951

RDMA Inbound Bytes/sec
RDMA Inbound Frames/sec
RDMA Initiated Connections
RDMA Outbound Bytes/sec
RDMA OQutbound Frames/sec

Figure 7-11. RDMA Traffic

VF RDMA has the following limitations:
B VF RDMA s supported only for 41000-based devices.
B At the time of publication, only RoCEV2 is supported for VF RDMA. The

same network direct technology must be configured in physical functions on

both the host and SR-IOV VFs in the VM.

B Amaximum of 16 VFs per PF can support VF RDMA. For quad-port
adapters, the maximum is 8 VFs per PF.

B VF RDMA is supported only in Windows Server 2019/Azure Stack HCI (for

both the host and VM OSs).

VF RDMA is not supported for Linux VMs on Windows Hypervisor.
VF RDMA is not supported in NPar mode.

A maximum of 128 queue pairs (QPs)/connections are supported per VF.

RDMA traffic between PF and its VFs, and among VFs of same PF, is
supported. This traffic pattern is referred to as loopback traffic.
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On some older server platforms, VF devices may not be enumerated for one
of the NIC PCI functions (PF). This limitation is because of the increased
PCI base address register (BAR) requirements to support VF RDMA,
meaning that the OS/BIOS cannot assign the required BAR for each VF.

To support the maximum number of QPs in a VM, approximately 8GB of
RAM must be available, assuming that only one VF is assigned to the VM. If
less than 8GB of RAM is assigned to VM, there can be a sudden drop in the
number of active connections due to insufficient memory and memory
allocation failures.

Configuring RoCE on the Adapter for Linux

This section describes the RoCE configuration procedure for RHEL and SLES. It
also describes how to verify the RoCE configuration and provides some guidance
about using group IDs (GIDs) with vLAN interfaces.

RoCE Configuration for RHEL

RoCE Configuration for SLES

Verifying the RoCE Configuration on Linux

VLAN Interfaces and GID Index Values

RoCE v2 Configuration for Linux

Configuring RoCE for SR-IOV VF Devices (VF RDMA)

RoCE Configuration for RHEL

To configure RoCE on the adapter, the Open Fabrics Enterprise Distribution
(OFED) must be installed and configured on the RHEL host.

To prepare inbox OFED for RHEL.:

1.

While installing or upgrading the operating system, select the InfiniBand and
OFED support packages.

Install the following RPMs from the RHEL ISO image:
libibverbs-devel-x.x.x.x86 64.rpm

(required for libgedr library)

perftest-x.x.x.x86 64.rpm
(required for InfiniBand bandwidth and latency applications)

or, using Yum, install the inbox OFED:

yum groupinstall "Infiniband Support"
yum install perftest

yum install tcl tcl-devel tk zlib-devel libibverbs
libibverbs-devel
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NOTE

During installation, if you already selected the previously mentioned
packages, you need not reinstall them. The inbox OFED and support
packages may vary depending on the operating system version.

3. Install the new Linux drivers as described in “Installing the Linux Drivers with
RDMA” on page 15.

RoCE Configuration for SLES

To configure RoCE on the adapter for a SLES host, OFED must be installed and
configured on the SLES host.

To install inbox OFED for SLES:

1. While installing or upgrading the operating system, select the InfiniBand
support packages.

2. (SLES 12.x) Install the following RPMs from the corresponding SLES SDK
kit image.
libibverbs-devel-x.x.x.x86 64.rpm
(required for libgedr installation)

perftest-x.x.x.x86 64.rpm
(required for bandwidth and latency applications)

3. (SLES 15/15 SP1) Install the following RPMs.

After installation, the rdma-core*, 1ibibverbs*, libibumad*,
libibmad*, librdmacm*, and perftest RPMs may be missing (all are
required for RDMA). Install these packages using one of the following
methods:

U Load the Package DVD and install the missing RPMs.
U Usethe zypper command to install the missing RPMs. For example:

#zypper install rdma*
#zypper install libib*
#zypper install librdma¥*
#zypper install perftest

4, Install the Linux drivers, as described in “Installing the Linux Drivers with
RDMA” on page 15.
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Verifying the RoCE Configuration on Linux
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After installing OFED, installing the Linux driver, and loading the RoCE drivers,
verify that the RoCE devices were detected on all Linux operating systems.

To verify RoCE configuration on Linux:
1.  Stop firewall tables using service/systemctl commands.

2.  For RHEL only: If the RDMA service is installed (yum install rdma), verify
that the RDMA service has started.

NOTE

For RHEL 7.x and SLES 12 SPx and later, RDMA service starts itself
after reboot.

On RHEL or CentOS: Use the service rdma status command to start
service:

U4 If RDMA has not started, issue the following command:

# service rdma start

U If RDMA does not start, issue either of the following alternative
commands:

# /ete/init.d/rdma start
or
# systemctl start rdma.service

3.  Verify that the RoCE devices were detected by examining the dmesg logs:

# dmesg|grep gedr
[87910.988411] gedr: discovered and registered 2 RoCE funcs

4.  Verify that all of the modules have been loaded. For example:

# lsmod|grep gedr

gedr 89871 O

gede 96670 1 gedr

ged 2075255 2 gede, gedr

ib _core 88311 16 gedr, rdma cm, ib cm,

ib_sa,iw_cm,xprtrdma, ib mad,ib srp,
ib_ucm,ib iser,ib srpt,ib umad,
ib uverbs,rdma ucm,ib ipoib,ib isert
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5.  Configure the IP address and enable the port using a configuration method
such as ifconfig. For example:

# ifconfig ethX 192.168.10.10/24 up

6. Issue the ibv devinfo command. For each PCI function, you should see a
separate hca id, as shown in the following example:

root@captain:~# ibv_devinfo

hca id: gedr0
transport:
fw ver:

node guid:

sys_image guid:

vendor_ id:

vendor part id:

hw ver:
phys port cnt:
port:

1

state:

max mtu:
active mtu:
sm lid:
port lid:
port lmc:

link layer:

InfiniBand (0)
8.3.9.0
020e:leff:feb50:c7c0
020e:leff:£fe50:c7c0
0x1077

5684

0x0

1

PORT ACTIVE (1)

4096 (5)
1024 (3)
0

0

0x00
Ethernet

7. Verify the L2 and RoCE connectivity between all servers: one server acts as
a server, another acts as a client.

QO  Verify the L2 connection using a simple ping command.

O Verify the RoCE connection by performing an RDMA ping on the

server or client:

On the server, issue the following command:

ibv_rc _pingpong -d <ib-dev> -g 0

On the client, issue the following command:

ibv_rc_pingpong -d <ib-dev> -g 0 <server L2 IP address>
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The following are examples of successful ping pong tests on the server and the
client.

Server Ping:

root@captain:~# ibv_rc_pingpong -d gedr0 -g 0
local address: LID 0x0000, QPN 0xff0000, PSN 0xb3e07e, GID
fe80::20e:1eff:feb50:c7c0

remote address: LID 0x0000, QPN 0xff0000, PSN 0x934d28, GID
fe80::20e:1leff:fe50:c570

8192000 bytes in 0.05 seconds = 1436.97 Mbit/sec
1000 iters in 0.05 seconds = 45.61 usec/iter

Client Ping:

root@lambodar:~# ibv_rc_pingpong -d gedr0 -g 0 192.168.10.165

local address: LID 0x0000, QPN 0xff0000, PSN 0x934d28, GID
fe80::20e:1leff:fe50:c570

remote address: LID 0x0000, QPN 0xff0000, PSN 0Oxb3elO7e, GID
fe80::20e:1eff:fe50:c7c0

8192000 bytes in 0.02 seconds = 4211.28 Mbit/sec

1000 iters in 0.02 seconds = 15.56 usec/iter

B To display RoCE statistics, issue the following commands, where X is the
device number:

> mount -t debugfs nodev /sys/kernel/debug
> cat /sys/kernel/debug/gedr/qgedrX/stats

VLAN Interfaces and GID Index Values

If you are using VLAN interfaces on both the server and the client, you must also
configure the same vLAN ID on the switch. If you are running traffic through a
switch, the InfiniBand applications must use the correct GID value, which is based
on the vLAN ID and vLAN IP address.

Based on the following results, the GID value (-x 4 / -x 5) should be used for any
perftest applications.

# ibv_devinfo -d gedr0 -v|grep GID

GID
GID
GID
GID
GID[
GID[

[
[
[
[

January 29, 2021

0]: fe80:0000:0000:0000:020e:1leff:feb50:cbhb0
] 0000:0000:0000:0000:0000:£f£f£ff:c0a8:0103
2]: 2001:0dbl1:0000:0000:020e:1eff:£fe50:c5b0
] 2001:0db2:0000:0000:020e:1eff:£fe50:c5b0

47 : 0000:0000:0000:0000:0000:ffff:c0a8:0b03 IP address for vLAN interface

5]: £fe80:0000:0000:0000:020e:1e00:0350:c5b0 vLAN ID 3
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NOTE

The default GID value is zero (0) for back-to-back or pause settings. For
server and switch configurations, you must identify the proper GID value. If
you are using a switch, refer to the corresponding switch configuration
documents for the correct settings.

RoCE v2 Configuration for Linux
To verify RoCE v2 functionality, you must use RoCE v2 supported kernels.

To configure RoCE v2 for Linux:
1. Ensure that you are using one of the following supported kernels:

O SLES 15 SP1, SP2, and later
O RHEL7.8,7.9, 8.2,8.3, and later

2.  Configure RoCE v2 as follows:
a. Identify the GID index for RoCE v2.
b.  Configure the routing address for the server and client.

c.  Enable L3 routing on the switch.

NOTE

You can configure RoCE v1 and RoCE v2 by using

RoCE v2-supported kernels. These kernels allow you to run RoCE
traffic over the same subnet, as well as over different subnets such as
RoCE v2 and any routable environment. Only a few settings are
required for RoCE v2, and all other switch and adapter settings are
common for RoCE v1 and RoCE v2.

Identifying the RoCE v2 GID Index or Address
To find RoCE v1- and RoCE v2-specific GIDs, use either sys or class parameters,
or run RoCE scripts from the 41000 FastLinQ source package. To check the
default RoCE GID Index and address, issue the ibv devinfo command and
compare it with the sys or class parameters. For example:

#ibv_devinfo -d gedr0 -v|grep GID
GID[ O0]: fe80:0000:0000:0000:020e:1eff:fecd:1b20

GID[ 1] fe80:0000:0000:0000:020e:1eff:fecd4:1b20
GID[ 2]: 0000:0000:0000:0000:0000:£ffff:1e01:010a
GID[ 3]: 0000:0000:0000:0000:0000:£f£fff:1e01:010a
GID[ 4] 3ffe:f£f££:0000:0£21:0000:0000:0000:0004
GID[ 5] 3ffe:f£f££:0000:0£21:0000:0000:0000:0004
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GID[
GID[

6]: 0000:0000:0000:0000:0000:£f£f£f£f:c0a8:6403
71: 0000:0000:0000:0000:0000:£ffff:c0a8:6403

Verifying the RoCE v1 or RoCE v2 GID Index and Address
from sys and class Parameters

Use one of the following options to verify the RoCE v1 or RoCE v2 GID Index and
address from the sys and class parameters:

Option 1:

# cat /sys/class/infiniband/gqedr0/ports/1/gid_attrs/types/0
IB/RoCE vl

# cat /sys/class/infiniband/qedr0/ports/1/gid_attrs/types/1
RoCE v2

# cat /sys/class/infiniband/qedr0/ports/1/gids/0
fe80:0000:0000:0000:020e:1eff:fecd:1b20

# cat /sys/class/infiniband/qedr0/ports/1/gids/1
fe80:0000:0000:0000:020e:1eff:fecd:1b20

Option 2:

Use the scripts from the FastLinQ source package.

#/../fastling-8.x.x.x/add-ons/roce/show_gids.sh

DEV

gedr0
gedr0
gedr0
gedr0
gedr0
gedr0
gedr0
gedr0
gedrl

gedrl

PORT

INDEX

GID IPv4 VER DEV
fe80:0000:0000:0000:020e:1eff:fecd:1b20 vl pdpl
£e80:0000:0000:0000:020e:1leff:fecd:1b20 v2 pédpl
0000:0000:0000:0000:0000:ffff:1e01:010a 30.1.1.10 vl pédpl
0000:0000:0000:0000:0000:£££f:1e01:010a 30.1.1.10 v2 pédpl
3ffe:f£f££:0000:0£21:0000:0000:0000:0004 vl pdpl
3ffe: f£££:0000:0£21:0000:0000:0000:0004 v2 pédpl
0000:0000:0000:0000:0000:ffff:c0a8:6403 192.168.100.3 vl p4pl.100
0000:0000:0000:0000:0000: ££££f:c0a8:6403 192.168.100.3 wv2 p4pl.100
fe80:0000:0000:0000:020e:1leff:fecd:1b21 vl p4p2
£e80:0000:0000:0000:020e:1eff:fecd:1b21 v2 p4p2
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NOTE

You must specify the GID index values for RoCE v1- or

RoCE v2-based server or switch configuration (Pause/PFC). Use the
GID index for the link local IPv6 address, |IPv4 address, or IPv6
address. To use VLAN tagged frames for RoCE traffic, you must
specify GID index values that are derived from the vLAN IPv4 or IPv6
address.

Verifying the RoCE v1 or RoCE v2 Function Through
perftest Applications

This section shows how to verify the RoCE v1 or RoCE v2 function through
perftest applications. In this example, the following server IP and client IP are
used:

| Server IP: 192.168.100.3
[ Client IP: 192.168.100.4

Verifying RoCE v1
Run over the same subnet and use the RoCE v1 GID Index.

Server# ib_send bw -d gedr0 -F -x 0
Client# ib_send bw -d gedr0 -F -x 0 192.168.100.3

Verifying RoCE v2
Run over the same subnet and use the RoCE v2 GID Index.

Server# ib_send bw -d gedr0 -F -x 1
Client# ib_send bw -d gedr0 -F -x 1 192.168.100.3

NOTE

If you are running through a switch PFC configuration, use vLAN GIDs for
RoCE v1 or v2 through the same subnet.

Verifying RoCE v2 Through Different Subnets

NOTE

You must first configure the route settings for the switch and servers. On the
adapter, set the RoCE priority and DCBX mode using either the Hll, UEFI
user interface, or one of the Marvell management utilities.
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To verify RoCE v2 through different subnets:

1.  Set the route configuration for the server and client using the DCBX-PFC
configuration.

0  System Settings:
Server VLAN IP : 192.168.100.3 and Gateway :192.168.100.1
Client VLAN IP : 192.168.101.3 and Gateway :192.168.101.1
O  Server Configuration:

#/sbin/ip link add link p4pl name p4pl.100 type vlan id 100
#ifconfig p4pl.100 192.168.100.3/24 up
#ip route add 192.168.101.0/24 via 192.168.100.1 dev p4pl.100

U4  Client Configuration:

#/sbin/ip link add link p4pl name p4pl.101 type vlan id 101
#ifconfig p4pl.101 192.168.101.3/24 up
#ip route add 192.168.100.0/24 via 192.168.101.1 dev p4pl.101

2. Set the switch settings using the following procedure.

U Use any flow control method (Pause, DCBX-CEE, or DCBX-IEEE),
and enable IP routing for RoCE v2. See “Preparing the Ethernet
Switch” on page 136 for RoCE v2 configuration, or refer to the vendor
switch documents.

U If you are using PFC configuration and L3 routing, run RoCE v2 traffic
over the vLAN using a different subnet, and use the RoCE v2 vLAN
GID index.

Server# ib_send bw -d gedr0 -F -x 5
Client# ib_send bw -d gedr0 -F -x 5 192.168.100.3
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Server Switch Settings:

Figure 7-12. Switch Settings, Server
Client Switch Settings:

Figure 7-13. Switch Settings, Client
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Configuring RoCE v1 or RoCE v2 Settings for RDMA_CM
Applications

To configure RoCE, use the following scripts from the FastLinQ source package:
# ./show_rdma cm roce ver.sh

gedr0 is configured to IB/RoCE vl
gedrl is configured to IB/RoCE vl

# ./config _rdma cm roce ver.sh v2
configured rdma _cm for gedr0 to RoCE v2

configured rdma cm for gedrl to RoCE v2

Server Settings:

Figure 7-14. Configuring RDMA_CM Applications: Server
Client Settings:

Figure 7-15. Configuring RDMA_CM Applications: Client

Configuring RoCE for SR-IOV VF Devices (VF RDMA)

The following sections describe how to configure RoCE for SR-IOV VF devices
(also referred to as VFRMDA) on Linux. Associated information and limitations are
also provided.
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Table 7-4 lists the supported Linux OS combinations.

Table 7-4. Supported Linux OSs for VF RDMA

Guest OS

SLES15 | SLES15

Hypervisor 7.8 7.9 8.2 8.3 SP1 SP2
Yes Yes Yes Yes Yes Yes

RHEL 7.8 Yes Yes Yes Yes Yes Yes
RHEL 7.9 Yes Yes Yes Yes Yes Yes
RHEL 8.2 Yes Yes Yes Yes Yes Yes
RHEL 8.3 Yes Yes Yes Yes Yes Yes
SLES15 SP1 Yes Yes Yes Yes Yes Yes
SLES15 SP2 Yes Yes Yes Yes Yes Yes

If you are using the inbox OFED, use the same OFED distribution between the
hypervisor host OS and the guest (VM) OS. Check the out-of-box OFED
distribution release notes for their specific supported host OS-to-VM OS
distribution matrix.

Enumerating VFs for L2 and RDMA
There are two ways to enumerate the VFs:

B User Defined VF MAC Allocation
B Dynamic or Random VF MAC Allocation

User Defined VF MAC Allocation

When defining the VF MAC allocation, there are no changes in the default VF
enumeration method. After creating the number of VFs, assign the static MAC
address.

To create a user defined VF MAC allocation:
1. Enumerate the default VF.
# modprobe -v gede

# echo 2 > /sys/class/net/pébpl/device/sriov_numvfs
# ip link show

14: p6pl: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 gdisc mg state DOWN
mode DEFAULT group default glen 1000

link/ether 14:02:ec:ce:d0:ed4 brd ff:ff:ff:ff:ff:ff
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vi 0 MAC 00:00:00:00:00:00,
vi 1 MAC 00:00:00:00:00:00,

2.

ip link set dev p6pl vf 0 mac 3c:33:44:55:

Spoo

Spoo

#
# 1ip link set dev pé6bpl vEf 1 mac 3c:33:44:55:
#ip link show

14:
glen 1000

link/ether 14:02:ec:ce:d0:e4 brd ff:ff:ff

vf 0 MAC 3c:33:44:55:66:77, tx rate 25000

link-state auto

vf 1 MAC 3c:33:44:55:66:89,

link-state auto

3.
#rmmod gedr

tx rate 25000

#modprobe gedr
#ibv devices

device

f checking off, link-state auto

f checking off, link-state auto

Assign the static MAC address:

66:77
66:89

p6bpl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc mg state UP mode DEFAULT group default

cff:ff:ff

(Mbps), max tx rate 25000Mbps, spoof checking off,

(Mbps), max tx rate 25000Mbps, spoof checking off,

To reflect for RDMA, load/unload the gedr driver if it is already loaded.

node GUID
1602ecfffecedled
1602ecfffecedleb
3e3344fffe556677
3e3344fffe556689

Dynamic or Random VF MAC Allocation

To dynamically allocate a VF MAC:

# modprobe -r gedr

# modprobe -v ged vf mac

MAC allocation]

# modprobe -v gede

# echo 2 > /sys/class/ne

# modprobe gedr (This is

itself)

# ip link show|grep vf
vi 0 MAC ba:la:ad:08

25000Mbps, spoof checkin
vEf 1 MAC 96:40:61:49

25000Mbps, spoof checkin

# lsmod |grep gedr

_origin=3 [Use this module parameter for dynamic

t/pépl/device/sriov_numvfs

an optional, mostly gedr driver loads

:89:00,
g off,
:cd: 68,
g off,

tx rate 25000
link-state auto

tx rate 25000
link-state auto

(Mbps), max tx rate

(Mbps), max_tx rate
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# ibv_devices

device node GUID

gedr0 1602ecfffececfal
gedrl 1602ecfffececfal
gedr vf0 b8laadfffe088900
gedr vfl 944061£fffed49cd68

Number of VFs Supported for RDMA
For the 41000 Series Adapters, the number of VFs for L2 and RDMA are shared
based on resources availability.
Dual Port Adapters

Each PF supports a maximum of 40 VFs for RDMA. If the number of VFs
exceeds 56, it will be subtracted by the total number of VFs (96).

In the following example, PFO is
/sys/class/net/<PF-interface>/device/sriov_numvfs

Echo 40 > PFO (VFs for L2+RDMA=40+40 (40 VFs can use for both L2 and RDMA))
Echo 56 > PF0 (VFs for L2Z+RDMA=56+40)
After crossing 56 VFs, this number is subtracted by the total number of VFs. For
example:

echo 57 > PF0 then 96-57=39 VFs for RDMA (57 VFs for L2 + 39VFs for RDMA)

echo 96 > PFO then 96-96=0 VFs for RDMA (all 96 VFs can use only for L2)

To view the available VFs for L2 and RDMA:

L2 : # ip link show
RDMA: # ibv devices

Quad Port Adapters

Each PF supports a maximum of 20 VFs for RDMA; until 48 VFs, there are 20 VFs
for RDMA. When exceeding 28 VFs, that number is subtracted by the total VFs
(48).

For example, in a 4x10G:

Echo 20 > PFO (VFs for L2+RDMA=20+20)
Echo 28 > PFO (VFs for L2+RDMA=28+20)
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When exceeding 28 VFs, this number is subtracted by the total number of VFs.
For example:

echo 29 > PFO (48-29=19VFs for RDMA; 29 VFs for L2 + 19 VFs for RDMA)
echo 48 > PFO (48-48=0 VFs for RDMA; all 48 VFs can use only for L2)

Limitations
VF RMDA has the following limitations:
u No iWARP support
[ | No NPar support

B Cross OS is not supported on components earlier than 8.5x.x.x; for example,
a Linux hypervisor cannot use a Windows guest OS (VM).

B Perftest latency test on VF interfaces can be run only with the inline size
zero -1 0 option. Neither the default nor more than one inline size works.

This limitation is expected behavior using the inbox OFED/rdma-core
available in current distribution releases. To use the default/different inline

size, use the upstream rdma-core from GitHub®, found here:

https://github.com/linux-rdma/rdma-core/releases

Compile and export user library path by issuing the following command:

export LD_LIBRARY PATH=<rdma-core-path>/build/lib

B To allow RDMA_CM applications to run on different MTU sizes (512-9000)
other than the default (1500), follow these steps:

1. Unload the gedr driver:
#rmmod gedr

2.  Set MTU on the VF interface:
#ifconfig <VF interface> mtu 9000

3. Loadthe gedr driver (the RoCE MTU size is automatically increased
to 4,096 when the driver is reloaded):

#modprobe gedr

u The rdma server/rdma xserver does not support VF interfaces. The
workaround is to use the upstream rdma-core from GitHub.

[ | No RDMA bonding support on VFs.
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Configuring RoCE on the Adapter for VMware ESX

This section provides the following procedures and information for RoCE
configuration:

Configuring RDMA Interfaces

B Configuring MTU
B RoCE Mode and Statistics
B Configuring a Paravirtual RDMA Device (PVRDMA)

NOTE

Mapping Ethernet speeds to RDMA speeds is not always accurate, because
values that can be specified by the RoCE driver are aligned with Infiniband®.
For example, if RoCE is configured on an Ethernet interface operating at
1Gbps, the RDMA speed is shown as 2.5Gbps. There are no other suitable
values available in the header files provided by ESXi that can be used by the
RoCE driver to indicate 1Gbps speed.

Configuring RDMA Interfaces

To configure the RDMA interfaces:
1. Install both Marvell NIC and RoCE drivers.

2.  Using the module parameter, enable the RoCE function from the NIC driver
by issuing the following command:

esxcfg-module -s 'enable roce=1l' gedentv
To apply the change, reload the NIC driver or reboot the system.

3. Toview a list of the NIC interfaces, issue the esxcfg-nics -1 command.

For example:
esxcfg-nics -1
Name PCI Driver Link Speed Duplex MAC Address MTU Description
VmnicO 0000:01:00.2 gedentv Up 25000Mbps Full a4:5d:36:2b:6c:92 1500 QLogic Corp.

QLogic FastLinQ QL41xxx 1/10/25 GbE Ethernet Adapter

Vmnicl 0000:01:00.3 gedentv Up 25000Mbps Full a4:5d:36:2b:6c:93 1500 QLogic Corp.
QLogic FastLinQ QL4l1xxx 1/10/25 GbE Ethernet Adapter

4, To view a list of the RDMA devices, issue the esxcli rdma device list
command. For example:

esxcli rdma device list
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Name Driver

vmrdmaO gedrntv

vmrdmal gedrntv

5.

January 29, 2021

State MTU Speed Paired Uplink Description
Active 1024 25 Gbps vmnicO QLogic FastLinQ QL45xxx RDMA Interface
Active 1024 25 Gbps vmnicl QLogic FastLinQ QL45xxx RDMA Interface

To create a new virtual switch, issue the following command:

esxcli network vswitch standard add -v <new vswitch name>
For example:

# esxcli network vswitch standard add -v roce_vs

This creates a new virtual switch named roce_vs.

To associate the Marvell NIC port to the vSwitch, issue the following
command:

# esxcli network vswitch standard uplink add -u <uplink
device> -v <roce vswitch>

For example:

# esxcli network vswitch standard uplink add -u vmnicO -v
roce_vs

To create a new port group on this vSwitch, issue the following command:

# esxcli network vswitch standard portgroup add -p roce_pg -v
roce_vs

For example:

# esxcli network vswitch standard portgroup add -p roce_pg -v
roce vs

To create a vmknic interface on this port group and configure the IP, issue
the following command:

# esxcfg-vmknic -a -i <IP address> -n <subnet mask> <roce port
group name>

For example:

# esxcfg-vmknic -a -i 192.168.10.20 -n 255.255.255.0 roce_pg
To configure the vLAN ID, issue the following command:

# esxcfg-vswitch -v <VLAN ID> -p roce_pg

To run RoCE traffic with a vLAN ID, configure the vLAN ID on the
corresponding VMkernel port group.
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Configuring MTU

To modify the MTU for an RoCE interface, change the MTU of the corresponding
vSwitch.

For optimal performance, the RoCE MTU size should be 4,096. Therefore, set the
vSwitch L2 Ethernet MTU size to be larger than 4,096. In other words, this (per
vSwitch instance) RoCE MTU size is automatically set to the largest supported
size, which is smaller than the current vSwitch instance’s L2 Ethernet MTU size.
Additionally, set the network and target ports to an equivalent L2 Ethernet MTU
size (to prevent the packets from fragmenting or dropping). On VMware ESX:i, this
RoCE MTU value is automatically changed when the vSwitch’s L2 Ethernet MTU
value is changed.

Set the MTU size of the RDMA interface based on the MTU of the vSwitch by
issuing the following command:

# esxcfg-vswitch -m <new MTU> <RoCE vswitch name>

For example:

# esxcfg-vswitch -m 4000 roce_vs

# esxcli rdma device list

Name Driver State MTU Speed Paired Uplink Description
vmrdmaO gedrntv Active 2048 25 Gbps vmnicO QLogic FastLinQ QL45xxx RDMA Interface
vmrdmal gedrntv Active 1024 25 Gbps vmnicl QLogic FastLinQ QL45xxx RDMA Interface

RoCE Mode and Statistics

For the RoCE mode, ESXi requires concurrent support of both RoCE v1 and v2.
The decision regarding which RoCE mode to use is made during queue pair
creation. The ESXi driver advertises both modes during registration and
initialization. To view RoCE statistics, issue the following command:
# esxcli rdma device stats get -d vmrdmaO

Packets received: 0

Packets sent: 0

Bytes received: 0

Bytes sent: O

Error packets received: 0

Error packets sent: O

Error length packets received: 0

Unicast packets received: O

Multicast packets received: 0

Unicast bytes received: 0

Multicast bytes received: 0
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Unicast packets sent: 0
Multicast packets sent: 0O
Unicast bytes sent: 0
Multicast bytes sent: O
Queue pairs allocated: 0
Queue pairs in RESET state: 0
Queue pairs in INIT state: O
Queue pairs in RTR state:
Queue pairs in RTS state:
Queue pairs in SQD state:

Queue pairs in SQE state:

o O o o o

Queue pairs in ERR state:
Queue pair events: O
Completion queues allocated: 1
Completion queue events: 0

Shared receive queues allocated: 0
Shared receive queue events: 0
Protection domains allocated: 1
Memory regions allocated: 3
Address handles allocated: O

Memory windows allocated: 0

Configuring a Paravirtual RDMA Device (PVRDMA)

See VMware's documentation (for example,
https://kb.vmware.com/articleview?docid=2147694) for details on configuring
PVRDMA using a vCenter interface. The following instructions are only for
reference.

To configure PVRDMA using a vCenter interface:

1. Create and configure a new distributed virtual switch as follows:

a. Inthe VMware vSphere® Web Client, right-click the RoCE node in the
left pane of the Navigator window.

b.  On the Actions menu, point to Distributed Switch, and then click New
Distributed Switch.

c.  Select the current vSphere version being used.

d. Under New Distributed Switch, click Edit settings, and then
configure the following:

B Number of uplinks. Select an appropriate value.
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Network 1/0 Control. Select Disabled.

Default port group. Select the Create a default port group
check box.

u Port group name. Type a name for the port group.

Figure 7-16 shows an example.

#= New Distributed Switch

+ 1 Name and location

v 2 Selectversion

J Edit seftings

4 Ready to complete

Edit settings
Specify number of uplink ports, resource allocation and default port group

Number of uplinks: 4 =
Network /0 Control Disabled v
Default port group: V! Create a default port group

Port group name RoCE-PG

Figure 7-16. Configuring a New Distributed Switch

2. Configure a distributed virtual switch as follows:

a.

In the VMware vSphere Web Client, expand the RoCE node in the left
pane of the Navigator window.

Right-click RoCE-VDS, and then click Add and Manage Hosts.
Under Add and Manage Hosts, configure the following:
B Assign uplinks. Select from the list of available uplinks.

[ | Manage VMkernel network adapters. Accept the default, and
then click Next.

u Migrate VM networking. Assign the port group created in
Step 1.

3.  Assign a vmknic for PVRDMA to use on ESX hosts:

January 29, 2021

Right-click a host, and then click Settings.

On the Settings page, expand the System node, and then click
Advanced System Settings.

The Advanced System Settings page shows the key-pair value and its
summary. Click Edit.

On the Edit Advanced System Settings page, filter on PVRDMA to
narrow all the settings to just Net. PVRDMAVmknic.

Set the Net.PVRDMAVmknic value to vmknic; for example, vmk1.
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Figure 7-17 shows an example.

A\ Modifying configuration parameters is unsupported and can cause instability. Continue only if you know what you are
doing.

arroma | -

Name

Summary

Net.PVRDMAVmknic [leﬁ Vmknic for PVRDMA

Figure 7-17. Assigning a vmknic for PVRDMA
4.  Set the firewall rule for the PVRDMA:
a. Right-click a host, and then click Settings.

b.  On the Settings page, expand the System node, and then click
Security Profile.

On the Firewall Summary page, click Edit.

In the Edit Security Profile dialog box under Name, scroll down, select
the pvrdma check box, and then select the Set Firewall check box.

Figure 7-18 shows an example.

To provide access to a service or client, check the corresponding box.

By default, daemons will start automatically when any of their ports are opened, and stop when all of their ports are closed.
Name Incoming Ports Oulgoing Ports Protocals Daemon
L] NFS Client 0 NIA

= 123 Stopped
T NA

[] Viftual SAN Trans... 2233 NA

[ vM serial portcon... 1024, 23 NA

~ Senvice Details NIA
Status NiA
+ Allowed IP Addresses Allow connections from any IP address

IP Addresses E Allow connections from any IP address

Enter a comma-separated list of IP addresses. E.g: 111.111.111.111, 111111111722

Figure 7-18. Setting the Firewall Rule
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5. Set up the VM for PVRDMA as follows:
a. Install the supported RHEL guest OS.
b Install OFED4.17-1.
c. Compile and install the PVRDMA guest driver and library.
d Add a new PVRDMA network adapter to the VM as follows:

[ | Edit the VM settings.

B Add a new network adapter.

B Select the newly added DVS port group as Network.
B Select PVRDMA as the adapter type.

e. After the VM is booted, ensure that the PVYRDMA guest driver is
loaded.

Configuring the RoCE Namespace

To configure the RoCE namespace:

1. Install latest E4 driver bundle.
In latest driver, RoOCE namespace is enable by default. For example:
ns _en: bool

Enable PVRDMA namespace support. 1l: Enable(Default),0: Disable

The num ns parameter indicates the number of namespaces to be enabled,;
it must be an unsigned integer. Valid values are
2-VMK_STRINGIFY(QEDRNTV_MAX_NS). (See Step 2 on page 260).

The num ns parameter is valid only when the ns en parameteris 1.
Change the VM compatibility hardware version to 17 if needed.
Reboot the system.

Check for the bootlog and search for the namespace with the grep utility.
Following is a sample output showing that the namespace has been created.

“cpud6:2098584) [gedrntv_dev_associate:738 (R0000:03:00.0) ]Namespace
management capability registered.”

5.  Verify the namespace in vsish by issuing the following command

/> get /vmkModules/vrdma/pvrdmaDevices/2112542 0/properties
PVRDMA Device Properties ({

VMM leader ID of VM:2112542

adapter index:0

MAC address:00:50:56:a3:96:10

Physical HCA available:1l

Namespace allocated:1
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SRQ support enabled:1
MR Key extension enabled:1
Phys handles enabled:1
Prefer RoCE vl over v2:0
RoCE version:2
Active MTU:1024

}

Configuring DCQCN

Data Center Quantized Congestion Notification (DCQCN) is a feature that
determines how an RoCE receiver notifies a transmitter that a switch between
them has provided an explicit congestion notification (notification point), and how
a transmitter reacts to such notification (reaction point).

This section provides the following information about DCQCN configuration:
DCQCN Terminology

DCQCN Overview

DCB-related Parameters

Global Settings on RDMA Traffic
Configuring DSCP-PFC
Enabling DCQCN

Configuring CNP

DCQCN Algorithm Parameters
MAC Statistics

Script Example

Limitations

DCQCN Terminology
The following terms describe DCQCN configuration:

B TosS (type of service) is a single-byte in the IPv4 header field. ToS comprises
two ECN least significant bits (LSB) and six Differentiated Services Code
Point (DSCP) most significant bits (MSB). For IPv6, traffic class is the
equivalent of the IPv4 ToS.

B ECN (explicit congestion notification) is a mechanism where a switch adds
to outgoing traffic an indication that congestion is imminent.
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CNP (congestion notification packet) is a packet used by the notification
point to indicate that the ECN arrived from the switch back to the reaction
point. CNP is defined in the Supplement to InfiniBand Architecture
Specification Volume 1 Release 1.2.1, located here:

https://cw.infinibandta.org/document/dl/7781

VLAN Priority is a field in the L2 vLAN header. The field is the three MSBs
in the vLAN tag.

PFC (priority-based flow control) is a flow control mechanism that applies to
traffic carrying a specific vVLAN priority.

DSCP-PFC is a feature that allows a receiver to interpret the priority of an
incoming packet for PFC purposes, rather than according to the vLAN
priority or the DSCP field in the IPv4 header. You may use an indirection
table to indicate a specified DSCP value to a vLAN priority value.
DSCP-PFC can work across L2 networks because it is an L3 (IPv4) feature.

Traffic classes, also known as priority groups, are groups of vLAN priorities
(or DSCP values if DSCP-PFC is used) that can have properties such as
being lossy or lossless. Generally, 0 is used for the default common lossy
traffic group, 3 is used for the FCoE traffic group, and 4 is used for the
iISCSI-TLV traffic group. You may encounter DCB mismatch issues if you
attempt to reuse these numbers on networks that also support FCoE or
iISCSI-TLV ftraffic. Marvell recommends that you use numbers 1-2 or 5-7 for
RoCE-related traffic groups.

ETS (enhanced transition services) is an allocation of maximum bandwidth
per traffic class.

DCQCN Overview

Some networking protocols (RoCE, for example) require droplessness. PFC is a
mechanism for achieving droplessness in an L2 network, and DSCP-PFC is a
mechanism for achieving it across distinct L2 networks. However, PFC is deficient
in the following regards:

January 29, 2021

When activated, PFC completely halts the traffic of the specified priority on
the port, as opposed to reducing transmission rate.

All traffic of the specified priority is affected, even if there is a subset of
specific connections that are causing the congestion.

PFC is a single-hop mechanism. That is, if a receiver experiences
congestion and indicates the congestion through a PFC packet, only the
nearest neighbor will react. When the neighbor experiences congestion
(likely because it can no longer transmit), it also generates its own PFC. This
generation is known as pause propagation. Pause propagation may cause
inferior route utilization, because all buffers must congest before the
transmitter is made aware of the problem.
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DCQCN addresses all of these disadvantages. The ECN delivers congestion
indication to the reaction point. The reaction point sends a CNP packet to the
transmitter, which reacts by reducing its transmission rate and avoiding the
congestion. DCQCN also specifies how the transmitter attempts to increase its
transmission rate and use bandwidth effectively after congestion ceases. DCQCN
is described in the 2015 SIGCOMM paper, Congestion Control for Large-Scale
RDMA Deployments, located here:

http://conferences.sigcomm.org/sigcomm/2015/pdf/papers/p523.pdf

DCB-related Parameters

Use DCB to map priorities to traffic classes (priority groups). DCB also controls
which priority groups are subject to PFC (lossless traffic), and the related
bandwidth allocation (ETS).

Global Settings on RDMA Traffic

Global settings on RDMA traffic include configuration of vLAN priority, ECN, and
DSCP.

Setting VLAN Priority on RDMA Traffic

Use an application to set the vLAN priority used by a specified RDMA Queue Pair
(QP) when creating a QP. For example, the ib write bw benchmark controls
the priority using the -s1 parameter. When RDMA-CM (RDMA Communication

Manager) is present, you may be unable to set the priority.

Another method to control the vLAN priority is to use the rdma glob vlan pri
node. This method affects QPs that are created after setting the value. For
example, to set the vLAN priority number to 5 for subsequently created QPs,
issue the following command:

./debugfs.sh -n eth0 -t rdma glob_vlan pri 5

Setting ECN on RDMA Traffic

Use the rdma glob ecn node to enable ECN for a specified RoCE priority. For
example, to enable ECN on RoCE ftraffic using priority 5, issue the following
command:

./debugfs.sh -n eth0 -t rdma glob_ecn 1

This command is typically required when DCQCN is enabled.
Setting DSCP on RDMA Traffic

Use the rdma glob dscp node to control DSCP. For example, to set DSCP on
RoCE traffic using priority 5, issue the following command:

./debugfs.sh -n eth0 -t rdma glob_dscp 6

This command is typically required when DCQCN is enabled.

Doc. No. AH0054602-00 Rev. X

January 29, 2021 Page 182 Copyright © 2021 Marvell


http://conferences.sigcomm.org/sigcomm/2015/pdf/papers/p523.pdf

7-RoCE Configuration
Configuring DCQCN

Configuring DSCP-PFC

Use dscp pfc nodes to configure the dscp->priority association for PFC.
You must enable the feature before you can add entries to the map. For example,
to map DSCP value 6 to priority 5, issue the following commands:

./debugfs.sh -n eth0 -t dscp_pfc_enable 1
./debugfs.sh -n eth0 -t dscp_pfc set 6 5

Enabling DCQCN

To enable DCQCN for RoCE traffic, probe the ged driver with the dcgcn_enable
module parameter. DCQCN requires enabled ECN indications (see “Setting ECN
on RDMA Traffic” on page 182).

Configuring CNP

Congestion notification packets (CNPs) can have a separate configuration of
VLAN priority and DSCP. Control these packets using the dcgcn cnp dscp
and dcgcn _cnp vlan priority module parameters. For example:

modprobe ged dcgcn_cnp dscp=10 dcqgen_cnp vlan priority=6
DCQCN Algorithm Parameters
Table 7-5 lists the algorithm parameters for DCQCN.

Table 7-5. DCQCN Algorithm Parameters

Parameter Description and Values

dcgen _cnp send timeout Minimal difference of send time between CNPs.
Units are in microseconds. Values range between
50..500000.

dcgen_cnp_dscp DSCP value to be used on CNPs. Values range

between 0..63.

degen cnp vlan priority VvLAN priority to be used on CNPs. Values range
between 0..7. FCoE-Offload uses 3 and
iISCSI-Offload-TLV generally uses 4. Marvell rec-
ommends that you specify a number from 1-2 or
5-—7. Use this same value throughout the entire net-
work.

dcgen _notification point | 0— Disable DCQCN notification point.
1 — Enable DCQCN notification point.

dcgen_reaction point 0 — Disable DCQCN reaction point.
1 — Enable DCQCN reaction point.
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Table 7-5. DCQCN Algorithm Parameters (Continued)

Parameter Description and Values

dcgen_rl be rate Byte counter limit

dcgen rl max rate Maximum rate in Mbps

degen rl r ai Active increase rate in Mbps

dcgen rl r hai Hyperactive increase rate in Mbps.

dcgen gd Alpha update gain denominator. Set to 32 for 1/32,
and so on.

dcgen_k us Alpha update interval

dcgen timeout us DCQCN timeout

MAC Statistics

To view MAC statistics, including per-priority PFC statistics, issue the
phy mac stats command. For example, to view statistics on port 1 issue the
following command:

./debugfs.sh -n eth0 -d phy mac_stat -P 1

Script Example
The following example can be used as a script:

# probe the driver with both reaction point and notification point enabled

# with cnp dscp set to 10 and cnp vlan priority set to 6

modprobe ged dcqcn_enable=1 dcgcn _notification point=1 dcgcn_reaction point=1
dcgen_cnp_dscp=10 dcgcn_cnp_vlan priority=6

modprobe gede

# dscp-pfc configuration (associating dscp values to priorities)

# This example is using two DCBX traffic class priorities to better demonstrate
DCQCN in operation

debugfs.sh -n ens6f0 -t dscp pfc enable 1
debugfs.sh -n ens6f0 -t dscp pfc set 20 5
debugfs.sh -n ens6f0 -t dscp pfc set 22 6

# static DCB configurations. 0x10 is static mode. Mark priorities 5 and 6 as
# subject to pfc

debugfs.sh -n ens6f0 -t dcbx set mode 0x10

debugfs.sh -n ens6f0 -t dcbx set pfc 5 1

debugfs.sh -n ens6f0 -t dcbx set pfc 6 1

# set roce global overrides for gp params. enable exn and open QPs with dscp 20
debugfs.sh -n ens6f0 -t rdma_glob ecn 1
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debugfs.sh -n ens6f0

-t rdma glob dscp 20

# open some QPs (DSCP 20)

ib write bw -d gedr0

# change global dscp
debugfs.sh -n ens6f0

# open some more QPs

ib_write bw -d gedr0

# observe PFCs being
debugfs.sh -n ens6f0

Limitations
DCAQCN has the following limitations:
B DCQCN mode currently supports only up to 64 QPs.

-q 16 -F -x 1 --run infinitely

gp params
-t rdma glob dscp 22

(DSCP 22)
-q 16 -F -x 1 -p 8000 --run_infinitely

generated on multiple priorities
-d phy mac_stat -P 0 | grep "Class Based Flow Control"

B Marvell adapters can determine vLAN priority for PFC purposes from vLAN
priority or from DSCP bits in the ToS field. However, in the presence of both,
VLAN takes precedence.
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Internet wide area RDMA protocol (iWARP) is a computer networking protocol
that implements RDMA for efficient data transfer over IP networks. iWARP is
designed for multiple environments, including LANs, storage networks, data
center networks, and WANS.

This chapter provides instructions for:

B Preparing the Adapter for iWVARP

B “Configuring iWARP on Windows” on page 187
B “Configuring iWARP on Linux” on page 191

NOTE

Some iIWARP features may not be fully enabled in the current release. For
details, refer to Appendix E Feature Constraints.

Preparing the Adapter for iWARP

This section provides instructions for preboot adapter iWARP configuration using
the HIl. For more information about preboot adapter configuration, see Chapter 5
Adapter Preboot Configuration.

To configure iWARP through HIl in Default mode:
1. Access the server BIOS System Setup, and then click Device Settings.

2. On the Device Settings page, select a port for the 25G 41000 Series
Adapter.

3.  On the Main Configuration Page for the selected adapter, click NIC
Configuration.

4.  On the NIC Configuration page:
a. Setthe NIC + RDMA Mode to Enabled.
b. Setthe RDMA Protocol Support to RoCE/iWARP or iWARP.
c. Click Back.

5.  On the Main Configuration Page, click Finish.

January 29, 2021

Doc. No. AH0054602-00 Rev. X
Page 186 Copyright © 2021 Marvell



8—iWARP Configuration
Configuring iWARP on Windows

6. Inthe Warning - Saving Changes message box, click Yes to save the
configuration.

In the Success - Saving Changes message box, click OK.

Repeat Step 2 through Step 7 to configure the NIC and iWARRP for the other
ports.

9. To complete adapter preparation of both ports:
a. On the Device Settings page, click Finish.
b.  On the main menu, click Finish.
c.  Exit to reboot the system.

Proceed to “Configuring iWARP on Windows” on page 187 or “Configuring iWARP
on Linux” on page 191.

Configuring iWARP on Windows

This section provides procedures for enabling iWARP, verifying RDMA, and
verifying iWARP traffic on Windows. For a list of OSs that support iWARP, see
Table 7-1 on page 134.

For optimal iWARP performance, set the (per physical function) L2 Ethernet MTU
size to be greater than 4,096. Additionally, set the network and target ports to an
equivalent MTU size (to prevent the packets from fragmenting or dropping).

To enable iWARP on the Windows host and verify RDMA:
1. Enable iWARP on the Windows host.

a. Open the Windows Device Manager, and then open the 41000 Series
Adapter NDIS Miniport Properties.

b.  On the FastLinQ Adapter properties, click the Advanced tab.
c.  On the Advanced page under Property, do the following:

B Select Network Direct Functionality, and then select Enabled
for the Value.

B Select NetworkDirect Technology, and then select iWARP for
the Value.

d. Click OK to save your changes and close the adapter properties.
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2. Using Windows PowerShell, verify that RDMA is enabled. The

Get-NetAdapterRdma command output (Figure 8-1) shows the adapters
that support RDMA.

Figure 8-1. Windows PowerShell Command: Get-NetAdapterRdma

3.  Using Windows PowerShell, verify that NetworkDirect is enabled. The
Get-NetOffloadGlobalSetting command output (Figure 8-2) shows
NetworkDirect asS Enabled.

PE Cvsers\ Admini strator: Get-NetOffloaddlobalSetting

1] 1 ]y | |'||J

s IPSubnets = Ck
s ¥ ;-:I‘.I.I Ed

Figure 8-2. Windows PowerShell Command: Get-NetOffloadGlobalSetting

To verify iWARRP traffic:
1. Map SMB drives and run iWARP traffic.
2. Launch Performance Monitor (Perfmon).

3. In the Add Counters dialog box, click RDMA Activity, and then select the
adapter instances.
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Figure 8-3 shows an example.

Add Counters

Available counters

Select counters Fram computer:

Added counters

<Local computer = w Browse. ..
Processor v
Processor Information A4
Processer Performance A4
RAS v
RAS Port A4
RAS Total A4
RDMA Activity v
Redirector v

Instances of selected object:

Ll:u;il: FastLing QL41262-DE 25GhE Adapter (VEBD Client) #163
iLogic FastLinG OL41262-DE 25GHE Adapter (YED Client) #164

| ~ Search

Add ==

[ show description

Counter

Parent

Inst... Computer

Remove =<

Cancel

Figure 8-3. Perfmon: Add Counters
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If iIWARP traffic is running, counters appear as shown in the Figure 8-4

example.

ol Parfarmance Moreto

% Fde  Bcbisn View  Windew  Hilp

- wm B

e FEEOE L YAF: LI

v g Maniring Toal \

W P peeance Wandor
B e Collestor Sus o L. Tatd
i Peparts % Proessor Time 01
ROAAA A thelty (i oghe Fantln) OLA1Z2-DF 25G5E Adaptrs (VED Clortl 841 Ologic Fastlind) OLA1262-DF 25568 Adepter [VED) (lent] £80

DA Acoepted Connestions 0000 fisce
DA, At oot o a000 ]
DA §com pler o Gk rrae 0000 a0
DA, Conurvertion Birers L] funoe
RDAAA Falled Connextion Allempts 000 B0y
RDAAA e By beafues 1HL168 3T VSRS
[T ¥ TS S—" 705, (6T T TR EESES
RDAAA Witialed Connes tisns a000 A0
REHAR, Cuttsour By teajars 2.904378,53 1,008, 7,008
IR, Chubesisnnd s meslses 104 TS LOTRINL B2

Figure 8-4. Perfmon: Verifying iWARP Traffic

NOTE

For more information on how to view Marvell RDMA counters in
Windows, see “Viewing RDMA Counters” on page 144.

4.  To verify the SMB connection:
a. Atacommand prompt, issue the net use command as follows:

C:\Users\Administrator> net use

New connections will be remembered.

Status Local Remote Network

OK F: \\192.168.10.10\Sharel Microsoft Windows Network

The command completed successfully.

b. Issue the netstat -xan command as follows, where sharel is
mapped as an SMB share:

C:\Users\Administrator> netstat -xan

Active NetworkDirect Connections, Listeners, ShareEndpoints

Mode IfIndex Type Local Address Foreign Address PID
Kernel 56 Connection 192.168.11.20:16159 192.168.11.10:445
Kernel 56 Connection 192.168.11.20:15903 192.168.11.10:445
Kernel 56 Connection 192.168.11.20:16159 192.168.11.10:445
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Kernel
Kernel
Kernel
Kernel

Kernel

56 Connection 192.168.11.20:15903 192.168.11.10:445 0
60 Listener [fe80::el11d:9ab5:a47d:4f0a%56] :445 NA 0
60 Listener 192.168.11.20:445 NA 0
60 Listener [fe80::7lea:bdd2:ae41:b95f%60] :445 NA 0

0

60 Listener 192.168.11.20:16159 192.168.11.10:445

Configuring iWARP on Linux

Marvell 41000 Series Adapters support iWARP on the Linux Open Fabric
Enterprise Distributions (OFEDSs) listed in Table 7-1 on page 134.

iIWARP configuration on a Linux system includes the following:
Installing the Driver

Configuring iWARP and RoCE

Detecting the Device

Supported iIWARP Applications

Running Perftest for iWARP

Configuring NFS-RDMA

Installing the Driver

Install the RDMA drivers as shown in Chapter 3 Driver Installation.

Configuring iWARP and RoCE

NOTE

This procedure applies only if you previously selected iWARP+RoCE as the
value for the RDMA Protocol Support parameter during preboot
configuration using HII (see Configuring NIC Parameters, Step 5 on

page 63).

To enable iWARP and RoCE:
1. Unload all FastLinQ drivers as follows:

# modprobe -r gedr or modprobe -r gede

2.  Ifonly RoCE or only iWARP was enabled in the pre-boot UEFI HIl setup, this
step is not needed, since only that RDMA type is enabled. If both RoCE and
iWARP are enabled in pre-boot UEFI HIl, then RoCE is enabled, if not
changed to iWARP by the following ged driver module command.
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Use the following command syntax to change the RDMA protocol by loading
the ged driver with a port interface PCI ID (xx:xx.x) and an RDMA
protocol value (p).

# modprobe -v ged rdma protocol map=<xx:Xx.xX-p>
The RDMA protocol (p) values are as follows:

U 0—Accept the default (RoCE)
Q 1—No RDMA

Q 2—RoCE

a 3—iWARP

For example, to change the interface on the port given by 04:00.0 from
RoCE to iWARP, issue the following command:

# modprobe -v ged rdma protocol_map=04:00.0-3

3. Load the RDMA driver by issuing the following command:
# modprobe -v gedr

The following example shows the command entries to change the RDMA protocol
to iIWARP on multiple NPar interfaces:

# modprobe ged rdma protocol map=04:00.1-3,04:00.3-3,04:00.5-3,
04:00.7-3,04:01.1-3,04:01.3-3,04:01.5-3,04:01.7-3

# modprobe -v gedr

# ibv_devinfo |grep iWARP

transport: iWARP (1)
transport: iWARP (1)
transport: iWARP (1)
transport: iWARP (1)
transport: iWARP (1)
transport: iWARP (1)
transport: iWARP (1)
transport: iWARP (1)

Detecting the Device

January 29, 2021

To detect the device:
1.  To verify whether RDMA devices are detected, view the dmesg logs:

# dmesg |grep gedr
[10500.191047] gedr 0000:04:00.0: registered gedrO
[10500.221726] gedr 0000:04:00.1: registered gedrl
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2. Issuethe ibv devinfo command, and then verify the transport type.

If the command is successful, each PCI function will show a separate
hca_id. For example (if checking the second port of the above dual-port
adapter):

[root@localhost ~]# ibv_devinfo -d gedrl

hca id: gedrl

transport: iWARP (1)
fw ver: 8.14.7.0
node guid: 020e:leff:fecd:cO6e
sys_image guid: 020e:1leff:fecd:c06e
vendor id: 0x1077
vendor part id: 5718
hw ver: 0x0
phys port cnt: 1
port: 1
state: PORT ACTIVE (4)
max mtu: 4096 (95)
active mtu: 1024 (3)
sm_lid: 0
port lid: 0
port Imc: 0x00
link layer: Ethernet

Supported iWARP Applications
Linux-supported RDMA applications for iWARP include the following:
B ibv_devinfo, ib_devices

B ib_send_bw/lat, ib_write_bwi/lat, ib_read_bw/lat, ib_atomic_bw/lat
For iWARRP, all applications must use the RDMA communication manager
(rdma_cm) using the -r option.

rdma_server, rdma_client

rdma_xserver, rdma_xclient

rping

NFS over RDMA (NFSoRDMA)

iISER (for details, see Chapter 9 iISER Configuration)

NVMe-oF (for details, see Chapter 13 NVMe-oF Configuration with RDMA)
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Running Perftest for iWARP

All perftest tools are supported over the iWARP transport type. You must run the
tools using the RDMA connection manager (with the -r option).

For optimal iWARP performance, set the (per physical function) L2 Ethernet MTU
size to be greater than 4,096. Additionally, set the network and target ports to an
equivalent MTU size (to prevent the packets from fragmenting or dropping).

Example:
1. On one server, issue the following command (using the second port in this
example):

# ib_send bw -d gedrl -F -R
2. Onone client, issue the following command (using the second port in this
example):

[root@localhost ~]# ib_send bw -d gedrl -F -R 192.168.11.3

Send BW Test

Dual-port : OFF Device : gedrl
Number of gps 01 Transport type : IW
Connection type : RC Using SRQ : OFF
TX depth : 128

CQ Moderation : 100

Mtu : 1024 [B]

Link type : Ethernet

GID index : 0

Max inline data : 0[B]

rdma cm QPs : ON

Data ex. method : rdma cm

local address: LID 0000 QPN 0x0192 PSN 0Oxcde932

GID: 00:14:30:196:192:110:00:00:00:00:00:00:00:00:00:00

remote address: LID 0000 QPN 0x0098 PSN Ox46fffc

GID: 00:14:30:196:195:62:00:00:00:00:00:00:00:00:00:00

#bytes #iterations BW peak[MB/sec] BW average [MB/sec] MsgRate [Mpps]
65536 1000 2250.38 2250.36 0.036006
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NOTE

For latency applications (send/write), if the perftest version is the latest (for
example, perftest-3.0-0.21.921dc344.x86_64.rpm), use the supported
inline size value: 0-128.

Configuring NFS-RDMA
NFS-RDMA for iWARP includes both server and client configuration steps.

To configure the NFS server:

1.  Create an nfs-server directory and grant permission by issuing the
following commands:

# mkdir /tmp/nfs-server
# chmod 777 /tmp/nfs-server

2. Inthe /etc/exports file for the directories that you must export using
NFS-RDMA on the server, make the following entry:

/tmp/nfs-server *(rw,£sid=0,async,insecure,no_root_squash)
Ensure that you use a different file system identification (FSID) for each
directory that you export.
3. Load the svcrdma module as follows:
# modprobe svcrdma
4. Load the service as follows:
U For SLES, enable and start the NFS server alias:
# systemctl enable|start|status nfsserver
Qd For RHEL, enable and start the NFS server and services:
# systemctl enable|start|status nfs
5. Include the default RDMA port 20049 into this file as follows:
# echo rdma 20049 > /proc/fs/nfsd/portlist

6. To make local directories available for NFS clients to mount, issue the
exportfs command as follows:

# exportfs -v

Doc. No. AH0054602-00 Rev. X
January 29, 2021 Page 195 Copyright © 2021 Marvell



8—iWARP Configuration
Configuring iWARP on Linux

To configure the NFS client:

NOTE

This procedure for NFS client configuration also applies to RoCE.

1.  Create an nfs-client directory and grant permission by issuing the
following commands:

# mkdir /tmp/nfs-client
# chmod 777 /tmp/nfs-client

2.  Load the xprtrdma module as follows:
# modprobe xprtrdma

3. Mount the NFS file system as appropriate for your version:
For NFS Version 3:

# mount -o rdma,port=20049 192.168.2.4:/tmp/nfs-server
/tmp/nfs-client

For NFS Version 4:

# mount -t nfs4 -o rdma,port=20049 192.168.2.4:/tmp/nfs-server
/tmp/nfs-client

NOTE

The default port for NFSoRDMA is 20049. However, any other port that
is aligned with the NFS client will also work.

4.  Verify that the file system is mounted by issuing the mount command.
Ensure that the RDMA port and file system versions are correct.

# mount |grep rdma
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This chapter provides procedures for configuring iISCSI Extensions for RDMA
(ISER) for Linux (RHEL and SLES) and VMware ESXi 6.7/7.0, including:

B Before You Begin

B “Configuring iSER for RHEL” on page 198

B “Configuring iSER for SLES 15 and Later” on page 201

B “Using iSER with iWARP on RHEL and SLES” on page 202
B “Optimizing Linux Performance” on page 203

B “Configuring iSER on ESXi 6.7 and ESXi 7.0” on page 205

Before You Begin

As you prepare to configure iISER, consider the following:
B iSERis supported only in inbox OFED for the following operating systems:

Od RHELS8.x

O RHEL 7.8 and later

U SLES 15 SP1 and later
Q VMware ESXi 6.7 U1
Q VMware ESXi 7.0

B After logging into the targets or while running I/O traffic, unloading the Linux
RoCE qgedr driver may crash the system.

B While running I/O, performing interface down/up tests or performing cable
pull-tests can cause driver or iSER module errors that may crash the
system. If this happens, reboot the system.
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Configuring iSER for RHEL

To configure iSER for RHEL.:

1.

Install inbox OFED as described in “RoCE Configuration for RHEL” on
page 158.

NOTE

Out-of-box OFEDs are not supported for iSER because the ib_isert
module is not available in the out-of-box OFED versions. The inbox
ib_isert module does not work with any out-of-box OFED versions.

Unload any existing FastLinQ drivers as described in “Removing the Linux
Drivers” on page 11.

Install the latest FastLinQ driver and libqgedr packages as described in
“Installing the Linux Drivers with RDMA” on page 15.

Load the RDMA services as follows:

systemctl start rdma
modprobe gedr
modprobe ib_iser

modprobe ib_ isert

Verify that all RDMA and iISER modules are loaded on the initiator and target
devices by issuing the 1smod | grep ged and lsmod | grep iser
commands.

Verify that there are separate hca id instances by issuing the
ibv_devinfo command, as shown in Step 6 on page 161.

Check the RDMA connection on the initiator device and the target device.
a.  On the initiator device, issue the following command:

rping -s -C 10 -v
b.  On the target device, issue the following command:

rping -c -a 192.168.100.99 -C 10 -v
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Figure 9-1 shows an example of a successful RDMA ping.

E’P root@localhost,/home
@ host ho

Figure 9-1. RDMA Ping Successful

You can use a Linux TCM-LIO target to test iSER. The setup is the same for
any iSCSI target, except that you issue the command

enable iser Boolean=true on the applicable portals. The portal
instances are identified as iser in Figure 9-2.

January 29, 2021

9.

Figure 9-2. iSER Portal Instances

Install Linux iSCSI Initiator Utilities using the
yum install iscsi-initiator-utils commands.

a. Todiscover the iSER target, issue the iscsiadm command. For
example:

iscsiadm -m discovery -t st -p 192.168.100.99:3260
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b.  To change the transport mode to iSER, issue the iscsiadm
command. For example:

iscsiadm -m node -T igqn.2015-06.test.targetl -o update -n
iface.transport name -v iser

c. To connectto or log in to the iISER target, issue the iscsiadm
command. For example:

iscsiadm -m node -1 -p 192.168.100.99:3260 -T
ign.2015-06.test. targetl

d. Confirmthatthe 1face Transport is iser in the target connection,
as shown in Figure 9-3. Issue the iscsiadm command; for example:

iscsiadm -m session -P2

Figure 9-3. Iface Transport Confirmed

e. To check for a new iSCSI device, as shown in Figure 9-4, issue the
lsscsi command.
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Figure 9-4. Checking for New iSCSI Device

Configuring iSER for SLES 15 and Later

Because the targetcli is not inbox on SLES 15 and later, you must complete the
following procedure.

To configure iSER for SLES 15 and later:
1.  Install targetcli.

Load the SLES Package DVD and install targetcli by issuing the following
Zypper command, which installs all the dependency packages:

# zypper install python3-targetcli-fb

2.  Before starting the targetcli, load all RoCE device drivers and iSER modules
as follows:

modprobe ged

modprobe gede

modprobe gedr

modprobe ib_iser (initiator)

# modprobe ib_isert (target)

#
#
#
#

3.  Before configuring iSER targets, configure NIC interfaces and run L2 and
RoCE traffic, as described in Step 7 on page 161.

4. Insert the SLES Package DVD and install the targetcli utility. This command
also installs all the dependency packages.

# zypper install python3-targetcli-fb

5.  Start the targetcli utility, and configure your targets on the iSER target
system.

NOTE

targetcli versions are different in RHEL and SLES. Be sure to use the
proper backstores to configure your targets:

B RHEL uses ramdisk
B SLES uses rd mcp
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Using iSER with IWARP on RHEL and SLES

Configure the iSER initiator and target similar to RoCE to work with iWARP. You
can use different methods to create a Linux-10 (LIO™) target; one is listed in this
section. You may encounter some difference in targetcli configuration in SLES 15
and RHEL 7.x because of the version.

To configure a target for LIO:

1. Create an LIO target using the targetcli utility. Issue the following command:

# targetcli

targetcli shell version 2.1.fb41l
Copyright 2011-2013 by Datera, Inc and others.
For help on commands, type 'help'.

2.  Issue the following commands:

/> /backstores/ramdisk create Ramdiskl-1 1g nullio=true

/> /iscsi create iqn.2017-04.com.org.iserportl.targetl

/> /iscsi/iqn.2017-04.com.org.iserportl.targetl/tpgl/luns create /backstores/ramdisk/Ramdiskl-1
/> /iscsi/iqn.2017-04.com.org.iserportl.targetl/tpgl/portals/ create 192.168.21.4 ip port=3261

/> [/iscsi/iqn.2017-04.com.org.iserportl.targetl/tpgl/portals/192.168.21.4:3261 enable_iser
boolean=true

/> [/iscsi/iqn.2017-04.com.org.iserportl.targetl/tpgl set attribute authentication=0
demo_mode_write protect=0 generate node_acls=1l cache_ dynamic_acls=1l

/> saveconfig

Figure 9-5 shows the target configuration for LIO.

Figure 9-5. LIO Target Configuration
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To configure an initiator for iWARP:

1.  To discover the iSER LIO target using port 3261, issue the iscsiadm
command as follows:

# iscsiadm -m discovery -t st -p 192.168.21.4:3261 -I iser
192.168.21.4:3261,1 ign.2017-04.com.org.iserportl.targetl
2.  Change the transport mode to iser as follows:

# iscsiadm -m node -o update -T ign.2017-04.com.org.iserportl.targetl -n
iface.transport name -v iser

3. Log into the target using port 3261:
# iscsiadm -m node -1 -p 192.168.21.4:3261 -T iqn.2017-04.com.org.iserportl. targetl

Logging in to [iface: iser, target: iqn.2017-04.com.org.iserportl.targetl,
portal: 192.168.21.4,3261] (multiple)

Login to [iface: iser, target: ign.2017-04.com.org.iserportl.targetl, portal:
192.168.21.4,3261] successful.

4.  Ensure that those LUNSs are visible by issuing the following command:

# lsscsi

[1:0:0:0] storage HP P440ar 3.56 -
[1:1:0:0] disk HP LOGICAL VOLUME 3.56 /dev/sda
[6:0:0:0] cd/dvd hp DVD-ROM DUDON UMDO /dev/sr0
[7:0:0:0] disk LIO-ORG Ramdiskl-1 4.0 /dev/sdb

Optimizing Linux Performance

Consider the following Linux performance configuration enhancements described
in this section.

B Configuring CPUs to Maximum Performance Mode
B Configuring Kernel sysctl Settings

B Configuring IRQ Affinity Settings

B Configuring Block Device Staging

Configuring CPUs to Maximum Performance Mode

Configure the CPU scaling governor to performance by using the following script
to set all CPUs to maximum performance mode:

for CPUFREQ in
/sys/devices/system/cpu/cpu*/cpufreq/scaling governor; do [ -f
SCPUFREQ ] || continue; echo -n performance > $CPUFREQ; done
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Verify that all CPU cores are set to maximum performance mode by issuing the
following command:

cat /sys/devices/system/cpu/cpu*/cpufreq/scaling governor

Configuring Kernel sysctl Settings

Set the kernel sysctl settings as follows:

sysctl -w net.ipvéd.tcp mem="4194304 4194304 4194304"
sysctl -w net.ipvd.tcp wmem="4096 65536 4194304"
sysctl -w net.ipvéd.tcp rmem="4096 87380 4194304"
sysctl -w net.core.wmem max=4194304

sysctl -w net.core.rmem max=4194304

sysctl -w net.core.wmem default=4194304

sysctl -w net.core.rmem default=4194304

sysctl -w net.core.netdev_max backlog=250000
sysctl -w net.ipvé.tcp timestamps=0

sysctl -w net.ipvéd.tcp sack=l

sysctl -w net.ipvé4.tcp low latency=1

sysctl -w net.ipvéd.tcp adv _win scale=1

echo 0 > /proc/sys/vm/nr_hugepages

Configuring IRQ Affinity Settings

The following example sets CPU core 0, 1, 2, and 3 to interrupt request (IRQ) XX,

YY, ZZ, and XYZ respectively. Perform these steps for each IRQ assigned to a

port (default is eight queues per port).

systemctl disable irgbalance

systemctl stop irgbalance

cat /proc/interrupts | grep gedr Shows IRQ assigned to each port queue

echo 1 > /proc/irq/XX/smp_affinity list

echo 2 > /proc/irq/YY/smp affinity list

echo 4 > /proc/irq/ZZ/smp_affinity list
8 >

echo /proc/irq/XYzZ/smp _affinity list

Configuring Block Device Staging

January 29, 2021

Set the block device staging settings for each iSCSI device or target as follows:

echo noop > /sys/block/sdd/queue/scheduler
echo 2 > /sys/block/sdd/queue/nomerges
echo 0 > /sys/block/sdd/queue/add random
echo 1 > /sys/block/sdd/queue/rq affinity
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Configuring iSER on ESXi 6.7 and ESXi 7.0

This section provides information for configuring iISER for VMware ESXi 6.7 and
ESXi 7.0.

Before You Begin

Before you configure iSER for ESXi 6.7/7.0, ensure that the following is complete:

B The CNA package with NIC and RoCE drivers is installed on the
ESXi 6.7/7.0 system and the devices are listed. To view RDMA devices,
issue the following command:

esxcli rdma device list

Name Driver State MTU Speed Paired Uplink Description

vmrdmaO gedrntv Active 1024 40 Gbps vmnic4 QLogic FastLinQ QL45xxx RDMA Interface
vmrdmal gedrntv Active 1024 40 Gbps vmnich QLogic FastLinQ QL45xxx RDMA Interface
[root@localhost:~] esxcfg-vmknic -1

Interface Port Group/DVPort/Opaque Network IP Family IP Address

Netmask Broadcast MAC Address MTU TSO MSS Enabled Type

NetStack

vmkO Management Network IPv4 172.28.12.94

255.255.240.0 172.28.15.255 e0:db:55:0c:5£:94 1500 65535 true DHCP
defaultTcpipStack

vmk0 Management Network IPv6 feB80::e2db:55ff:fel0c:5£94

64 e0:db:55:0c:5f:94 1500 65535 true STATIC, PREFERRED
defaultTcpipStack

B TheiSER target is configured to communicate with the iSER initiator.

Configuring iSER for ESXi 6.7 and ESXi 7.0

To configure iSER for ESXi 6.7/7.0:

1. AddiSER devices by issuing the following commands:

esxcli rdma iser add

esxcli iscsi adapter list

Adapter Driver State UID Description
vmhba64 iser unbound iscsi.vmhba64 VMware i1iSCSI over RDMA (iSER) Adapter
vmhba65 iser unbound iscsi.vmhba65 VMware i1iSCSI over RDMA (iSER) Adapter

2. Disable the firewall as follows.

esxcli network firewall set --enabled=false
esxcli network firewall unload

vsish -e set /system/modules/iscsi_trans/loglevels/iscsitrans 0
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vsish -e set /system/modules/iser/loglevels/debug 4

3.  Create a standard vSwitch VMkernel port group and assign the IP:

esxcli network vswitch standard add -v vSwitch iserl

esxcfg-nics -1

Name PCI Driver

vmnicO 0000:01:00.0 ntg3

Corporation NetXtreme BCM5720

vmnicl 0000:01:00.1 ntg3

Corporation NetXtreme BCM5720

vmnic2 0000:02:00.0 ntg3
Corporation NetXtreme BCM5720

vmnic3 0000:02:00.1 ntg3

Corporation NetXtreme BCM5720

vmnic4 0000:42:00.0 gedentv

Link
Up
Gigabit
Down
Gigabit
Down
Gigabit
Down
Gigabit

Up

Speed

1000Mbps
Ethernet

OMbps
Ethernet

OMbps
Ethernet

OMbps
Ethernet

40000Mbps

Duplex MAC Address

Full

Half

Half

Half

Full

e0:db:55:0c:

el:db:

e0:db:

el:db:

00:0e:

QLogic FastLinQ QL41xxx 10/25/40/50/100 GbE Ethernet Adapter

vmnic5 0000:42:00.1 gedentv

Up

40000Mbps

Full

00:0e:

QLogic FastLinQ QL41xxx 10/25/40/50/100 GbE Ethernet Adapter

le

le

:0c:

:0c:

:0c:

:d5:

:d5:

5f:

5f:

5f:

f6

f6:

esxcli network vswitch standard uplink add -u vmnic5 -v vSwitch iserl

esxcli network
esxcli network
esxcli network

esxcfg-vswitch

esxcli iscsi networkportal add -A vmhba67 -n vmkl

esxcli iscsi networkportal list

esxcli iscsi adapter get -A vmhbaé65

vmhba65

Name:

mv.qglogic.com:1846573170:65

Alias: iser-vmnich
Vendor: VMware
Model:

VMware 1SCSI over RDMA (iSER) Adapter

ip interface add -i vmkl -p "rdma_ groupl"

-p "rdma_groupl" -v 4095 vSwitch_iserl

Description: VMware iSCSI over RDMA (iSER) Adapter

Serial Number: vmnicb
Hardware Version:
Asic Version:
Firmware Version:
Option Rom Version:
Driver Name: iser-vmnic5

Driver Version:

TCP Protocol Supported:

false

:94

a2

a3

MTU

1500

1500

1500

1500

1500

1500

vswitch standard portgroup add -p "rdma groupl" -v vSwitch iserl

Description

Broadcom

Broadcom

Broadcom

Broadcom

QLogic Corp.

QLogic Corp.

ip interface ipv4 set -i vmkl -I 192.168.10.100 -N 255.255.255.0 -t static

ign.1998-01.com.vmware:localhost.punelab.glogic.com glogic.org glogic.com
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Bidirectional Transfers Supported: false

Maximum Cdb Length: 64

Can Be NIC:

true

Is NIC: true

Is Initiator:

Is Target:

true

false

Using TCP Offload Engine: true

Using ISCSI Offload Engine: true

4.

Add the target to the iSER initiator as follows:

esxcli iscsi adapter target list
esxcli iscsi adapter discovery sendtarget add -A vmhba65 -a 192.168.10.11

esxcli iscsi adapter target list

Adapter Target Alias Discovery Method Last Error
vmhba65 ign.2015-06.test.targetl SENDTARGETS No Error
esxcli storage core adapter rescan --adapter vmhba65

5.  List the attached target as follows:

esxcfg-scsidevs -1
mpx.vmhba0:C0:T4:L0

Device Type: CD-ROM
Size: 0 MB

Display Name: Local TSSTcorp CD-ROM (mpx.vmhbaO:C0:T4:L0)

Multipath Plugin: NMP

Console Device: /vmfs/devices/cdrom/mpx.vmhba0:C0:T4:L0

Devfs Path: /vmfs/devices/cdrom/mpx.vmhba0:C0:T4:L0

Vendor: TSSTcorp Model: DVD-ROM SN-108BB Revis:
SCSI Level: 5 Is Pseudo: false Status: on
Is RDM Capable: false Is Removable: true
Is Local: true 1Is SSD: false
Other Names:
vml.0005000000766d686261303a343a30
VAAI Status: unsupported

naa.6001405e81lae36b771c418b89c85dael

Device Type: Direct-Access
Size: 512 MB

D150

Display Name: LIO-ORG iSCSI Disk (naa.6001405e8lae36b771c418b89c85dae0)

Multipath Plugin: NMP

Console Device: /vmfs/devices/disks/naa.6001405e8lae36b771c418b89c85dael
Devfs Path: /vmfs/devices/disks/naa.6001405e81lae36b771c418b89c85dael

Vendor: LIO-ORG Model: raml Revis:
SCSI Level: 5 Is Pseudo: false Status: degraded
Is RDM Capable: true 1Is Removable: false

Is Local: false Is SSD: false

Other Names:

4.0

vml.02000000006001405e81ae36b771c418b89¢c85dae072616d312020
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VAAI Status: supported
naa.690b11c0159d050018255e2d1d59b612
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This chapter provides the following iISCSI configuration information:
B {SCSI Boot

B “iSCSI Offload in Windows Server” on page 210

B “iSCSI Offload in Linux Environments” on page 218

B “SCSI Offload in VMware ESXi” on page 221

NOTE

Some iSCSI features may not be fully enabled in the current release. For
details, refer to Appendix E Feature Constraints.

To enable iISCSI-Offload mode, see “Configuring Partitions” on page 73
(Figure 5-19).

HIl level target discovery configuration is not required for iISCSI-Offload LUN
discovery in the local boot environment.

iISCSI Boot

Marvell 4xxxx Series gigabit Ethernet (GbE) adapters support iSCSI boot to
enable network boot of operating systems to diskless systems. iSCSI boot allows
a Windows, Linux, or VMware operating system to boot from an iSCSI target
machine located remotely over a standard IP network.

Jumbo frames with iISCSI boot are supported only on Windows OSs, when the
adapter is used as either an NDIS or HBA offload device.

For iSCSI boot from SAN information, see Chapter 6 Boot from SAN
Configuration.
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iISCSI Offload in Windows Server

iISCSI offload is a technology that offloads iSCSI protocol processing overhead
from host processors to the iISCSI HBA. iSCSI offload increases network
performance and throughput while helping to optimize server processor use. This
section covers how to configure the Windows iSCSI offload feature for the Marvell
41000 Series Adapters.

With the proper iSCSI offload licensing, you can configure your iSCSI-capable
41000 Series Adapter to offload iISCSI processing from the host processor. The
following sections describe how to enable the system to take advantage of
Marvell’s iISCSI offload feature:

Installing Marvell Drivers

Installing the Microsoft iISCSI Initiator

Configuring Microsoft Initiator to Use Marvell’s iSCSI Offload

iISCSI Offload FAQs

Windows Server 2016 and 2019/Azure Stack HCI iSCSI Boot Installation
iSCSI Crash Dump

Installing Marvell Drivers
Install the Windows drivers as described in “Installing Windows Driver Software”
on page 21.

Installing the Microsoft iSCSI Initiator

Launch the Microsoft iSCSI initiator applet. At the first launch, the system prompts
for an automatic service start. Confirm the selection for the applet to launch.

Configuring Microsoft Initiator to Use Marvell’s iSCSI Offload

After the IP address is configured for the iISCSI adapter, you must use Microsoft
Initiator to configure and add a connection to the iSCSI target using the Marvell
FastLinQ iSCSI adapter. For more details on Microsoft Initiator, see the Microsoft
user guide.

To configure Microsoft Initiator:
1. Open Microsoft Initiator.

2. To configure the initiator IQN name according to your setup, follow these
steps:

a. On the iSCSI Initiator Properties, click the Configuration tab.

b.  On the Configuration page (Figure 10-1), click Change next to To
modify the initiator name.
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ISCSI Initiator Properties -

| Targets I Discowery I Favorite Targets I Volumes and Devices I RADIUS | Configuration

Configuration settings here are global and will affect any future connections made with
the initiator.

Any existing connections may continue to work, but can fail if the system restarts or
the initiator otherwise tries to reconnect to a target.

When connecting to a target, advanced connection features allow spedfic control of &
particular connection.

Initiator Mame:
ign. 199105, com. microsoft: win-hua5ima0037

To modify the initiator name, dick Change. Change...

To set the initiator CHAP secret for use with mutual CHAP,
click CHAP.

To set up the IPsec tunnel mode addresses for the initiator,

dick IPsec. [Peec...

To generate a report of all connected targets and devices on
the system, dick Report.

2
2

Report

| oK | | Cancel | Apply

1=}

Figure 10-1. iSCSI Initiator Properties, Configuration Page

c. Inthe iSCSI Initiator Name dialog box, type the new initiator IQN

name, and then click OK. (Figure 10-2)

i1SCSI Initiator Name -

The iSCSI iniiator name is used to uniguely identify a system to iSCSI storage devices on
the network. The default name is based on the standard iSCSI naming scheme and uses
the system’s full machine name.

Mew initiator name:

gn. 1551-05.com.microsoft:win-hus S5ima0037)

(Use caution in changing the name as your currently connected targets may not be
available after system restart.)

Use Default | O

Figure 10-2. iSCSI Initiator Node Name Change

-~

| | Cancel |

On the iSCSI Initiator Properties, click the Discovery tab.
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4.

5.

On the Discovery page (Figure 10-3) under Target portals, click Discover

P

ortal.

ISCSI Initiator Properties

Targets | Discovery |Favorihe Targets I Volumes and Devices I RADIUS I Configuration |

Target portals

The system will look for Targets on following portals:

Address Part Adapter

IP address

To add a target portal, dick Discover Portal.

To remove a target portal, select the address above and
then dick Remove.

ISMS servers

The system is registered an the following iSNS servers:

Discover Portal...

Remove

Refresh

Mame
192.168.2.560

To add an iSNS server, dick Add Server,

To remove an iSNS server, select the server above and
then dick Remave.

Add Server...

Remove

| ok

| | Cancel

Apply

Figure 10-3. iSCSI Initiator—Discover Target Portal

In the Discover Target Portal dialog box (Figure 10-4):

a.
b.

Click Advanced.

In the IP address or DNS name box, type the IP address of the target.
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Discover Target Portal -

Enter the IP address or DNS name and port number of the portal you
want to add.

To change the default settings of the discovery of the target partal, dick
the Advanced button.

IF address or DNS name: Port: {Default is 3260.)

| 192, 168.2.250| | | 3260 |

o ) (ot |

Figure 10-4. Target Portal IP Address

6. Inthe Advanced Settings dialog box (Figure 10-5), complete the following
under Connect using:

a. For Local adapter, select the QLogic <name or model> Adapter.
b.  For Initiator IP, select the adapter IP address.
c. Click OK.
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Advanced Settings ? X

General Psec

Connect using

Local adapter: |Ql.ogc QL41262 25 Gigabit iSCSI Adapter #230 on PCI bus 12

Initiator IP: ‘Default v

Target portal IP:

CRC [ Checksum

[Jpata digest [CJHeader digest
[]Enable CHAP log on
CHAP Log on information

HaP helps ensure connection security by providing authentication between a target and

an Inikkator

To use, specify the same name and CHAP secret that was configured on the target for this
initiator. The name will default to the Initator Name of the system unless another name is
specified.

ign. 1991-05, com. microsoft:win-dell+630-rambo
To use mutual CHAP, either specify an initiator secret on the Configuration page or use

Use RADIUS to generate user authentication credentials

Use RADIUS to authenticate target credentials

| OK | Cancel Apply

Figure 10-5. Selecting the Initiator IP Address
7. On the iSCSI Initiator Properties, Discovery page, click OK.
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8.  Click the Targets tab, and then on the Targets page (Figure 10-6), click
Connect.

Targets |Dismverv Favorite Targets I Volumes and Devices I RADIUS I Configuration |
Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DMS name of the target and then dick Quick Connect.

Target: | | Quick Connect... |

Discovered targets
Refresh

Mame Status -~
ign. 1991-05.com.microsoft:win-md3nbv44to 3-at4340g-t... Connected

.1991-05.com.microsoft:win-md3nbv44to3-e3port1-t... Inactive
ign. 1991-05.com.microsoft:win-md3nbv44to3-e3port2-t...  Inactive
ign. 1991-05. com.microsoft:win-md3nbv44to3-edport3-t...  Inactive
ign. 1991-05.com.microsoft:win-md3nbv44to3-edport4-t...  Inactive
ign. 1991-05. com.microsoft:win-md3nbv44to3-etdtarget...  Inactive
ign. 1991-05.com.microsoft:win-md3nbv44to3-pseudo-ta... Inactive
ign. 1991-05. com. microsoft:win-md3nbv44to3-targetforh... Inactive

< m HE

To connect using advanced options, select a target and then
dick Connect.

To completely disconnect a target, select the target and
then dick Disconnect. =
For target properties, including configuration of sessions,
select the target and dick Properties. =

For configuration of devices assodated with a target, select
the target and then dlick Devices. =

| oK || Cancel || Apply |

Figure 10-6. Connecting to the iSCSI Target
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9.  On the Connect To Target dialog box (Figure 10-7), click Advanced.

Connect To Target -

Target name:

| ign. 1991-05. com. microsoft:win-md3nbv44to3-e3port1-target |

Add this connection to the list of Favarite Targets.

Thig will make the system automatically attempt to restore the
connection every time this computer restarts.

[ Enable multi-path

| oK | | Cancel |

Figure 10-7. Connect To Target Dialog Box

10. Inthe Local Adapter dialog box, select the QLogic <name or model>
Adapter, and then click OK.

11. Click OK again to close Microsoft Initiator.

12. To format the iSCSI partition, use Disk Manager.

NOTE

Some limitations of the teaming functionality include:
B Teaming does not support iISCSI adapters.
B Teaming does not support NDIS adapters that are in the boot path.

B Teaming supports NDIS adapters that are not in the iISCSI boot
path, but only for the switch-independent NIC team type.

B Switch dependent teaming (IEEE 802.3ad LACP and
Generic/Static Link Aggregation (Trunking) cannot use a switch
independent partitioned virtual adapter. IEEE standards require
Switch Dependent Teaming (IEEE 802.3ad LACP and
Generic/Static Link Aggregation (Trunking)) mode to work per the
entire port instead of just the MAC address (fraction of a port)
granularity.

B  Microsoft recommends using their in-OS NIC teaming service
instead of any adapter vendor-proprietary NIC teaming driver on
Windows Server 2012 and later.

iISCSI Offload FAQs

Some of the frequently asked questions about iSCSI offload include:

Question: How do | assign an IP address for iSCSI offload?
Answer: Use the Configurations page in QConvergeConsole GUI.
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Question: What tools should | use to create the connection to the target?
Answer: Use Microsoft iSCSI Software Initiator (version 2.08 or later).
Question: How do | know that the connection is offloaded?

Answer: Use Microsoft iSCSI Software Initiator. From a command line, type

oiscsicli sessionlist. From Initiator Name, an iSCSI
offloaded connection will display an entry beginning with B06BDRV.
A non-offloaded connection displays an entry beginning with root.

Question: What configurations should be avoided?

Answer: The IP address should not be the same as the LAN.
Windows Server 2016 and 2019/Azure Stack HCI iSCSI Boot
Installation

Windows Server 2016 and Windows Server 2019/Azure Stack HCI support
booting and installing in either the offload or non-offload paths. Marvell requires
that you use a slipstream DVD with the latest Marvell drivers injected. See
“Injecting (Slipstreaming) Adapter Drivers into Windows Image Files” on

page 125.

The following procedure prepares the image for installation and booting in either
the offload or non-offload path.

To set up Windows Server 2016/2019/Azure Stack HCI iSCSI boot:

1. Remove any local hard drives on the system to be booted (remote system).

2.  Prepare the Windows OS installation media by following the slipstreaming
steps in “Injecting (Slipstreaming) Adapter Drivers into Windows Image
Files” on page 125.

Load the latest Marvell iISCSI boot images into the NVRAM of the adapter.

4.  Configure the iISCSI target to allow a connection from the remote device.
Ensure that the target has sufficient disk space to hold the new OS
installation.

5.  Configure the UEFI HIl to set the iSCSI boot type (offload or non-offload),
correct initiator, and target parameters for iISCSI boot.

6. Save the settings and reboot the system. The remote system should
connect to the iISCSI target and then boot from the DVD-ROM device.

Boot from DVD and begin installation.
Follow the on-screen instructions.

At the window that shows the list of disks available for the installation, the
iISCSI target disk should be visible. This target is a disk connected through
the iISCSI boot protocol and located in the remote iISCSI target.
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9.  To proceed with Windows Server 2016/2019/Azure Stack HCI installation,
click Next, and then follow the on-screen instructions. The server will
undergo a reboot multiple times as part of the installation process.

10. After the server boots to the OS, you should run the driver installer to
complete the Marvell drivers and application installation.

iISCSI Crash Dump

Crash dump functionality is supported for both non-offload and offload iSCSI boot
for the 41000 Series Adapters. No additional configurations are required to
configure iISCSI crash dump generation.

iISCSI Offload in Linux Environments

January 29, 2021

The Marvell FastLinQ 41000 iSCSI software consists of a single kernel module
called gedi.ko (qedi). The gedi module is dependent on additional parts of the
Linux kernel for specific functionality:

u ged.ko is the Linux eCore kernel module used for common Marvell
FastLinQ 41000 hardware initialization routines.

B scsi_transport_iscsi.ko isthe LinuxiSCSI transport library used for
upcall and downcall for session management.

B libiscsi.ko isthe Linux iSCSI library function needed for protocol data
unit (PDU) and task processing, as well as session memory management.

B iscsi_boot_sysfs.ko is the Linux iSCSI sysfs interface that provides
helpers to export iISCSI boot information.

B uio.ko isthe Linux Userspace I/O interface, used for light L2 memory
mapping for iscsiuio.

These modules must be loaded before gedi can be functional. Otherwise, you
might encounter an “unresolved symbol” error. If the gedi module is installed in the
distribution update path, the requisite is automatically loaded by modprobe.

This section provides the following information about iSCSI offload in Linux:
B Differences from bnx2i

B Configuring gedi.ko

B Verifying iSCSI Interfaces in Linux
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Differences from bnx2i

Some key differences exist between gedi—the driver for the Marvell FastLinQ
41000 Series Adapter (iISCSl)—and the previous Marvell iISCSI offload
driver—bnx2i for the Marvell 8400 Series Adapters. Some of these differences

include:

gedi directly binds to a PCI function exposed by the CNA.

gedi does not sit on top of the net_device.

gedi is not dependent on a network driver such as bnx2x and cnic.
gedi is not dependent on cnic, but it has dependency on ged.

gedi is responsible for exporting boot information in sysfs using

iscsi boot sysfs.ko, Whereas bnx2i boot from SAN relies on the
iscsi ibft.ko module for exporting boot information.

Configuring gedi.ko

The qedi driver automatically binds to the exposed iSCSI functions of the CNA,
and the target discovery and binding is done through the Open-iSCSI tools. This
functionality and operation is similar to that of the bnx2i driver.

Verifying

January 29, 2021

To load the gedi.ko kernel module, issue the following commands:

# modprobe
modprobe
modprobe

modprobe

H 4 o

modprobe

ged

libiscsi

uio
iscsi_boot_sysfs

gedi

iISCSI Interfaces in Linux

After installing and loading the gedi kernel module, you must verify that the iISCSI
interfaces were detected correctly.

To verify iSCSI interfaces in Linux:

1. To verify that the gedi and associated kernel modules are actively loaded,
issue the following command:

# lsmod | grep gedi

gedi 114578 2

ged 697989 1 gedi

uio 19259 4 cnic,gedi

libiscsi 57233 2 gedi,bnx2i

scsi transport iscsi 99909 5 gedi,bnx2i,libiscsi
iscsi _boot sysfs 16000 1 gedi
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2. To verify that the iISCSI interfaces were detected properly, issue the following
command. In this example, two iISCSI CNA devices are detected with SCSI
host numbers 4 and 5.

# dmesg | grep gedi
[0000:00:00.0]: [gedi_init:3696]: QLogic iSCST Offload Driver v8.15.6.0.

[0000:42:00.4]:[  qgedi probe:3563]:59: QLogic FastLinQ iSCSI Module gedi 8.15.6.0, FW 8.15.3.0

[0000:42:00.

N

]:[gedi link update:928]:59: Link Up event.

[0000:42:00.5]:[  qgedi probe:3563]:60: QLogic FastLinQ iSCSI Module gedi 8.15.6.0, FW 8.15.3.0

[0000:42:00.

(€3}

]:[gedi_link update:928]:59: Link Up event

3. Use Open-iSCSI tools to verify that the IP is configured properly. Issue the
following command:
# iscsiadm -m iface | grep gedi

gedi.00:0e:le:cd:el:6d
gedi,00:0e:le:cd4:e1:6d,192.168.101.227,<empty>,iqn.1994-05.com.redhat:534ca%b6adf

gedi.00:0e:le:cd:el:6cC
gedi,00:0e:le:cd4:el1:6¢,192.168.25.91,<empty>,1gn.1994-05.com.redhat:534ca%6adf

4.  To ensure that the iscsiuio service is running, issue the following command:

# systemctl status iscsiuio.service
iscsiuio.service - 1SCSI UserSpace I/0 driver
Loaded: loaded (/usr/lib/systemd/system/iscsiuio.service; disabled; vendor preset: disabled)
Active: active (running) since Fri 2017-01-27 16:33:58 IST; 6 days ago
Docs: man:iscsiuio (8)
Process: 3745 ExecStart=/usr/sbin/iscsiuio (code=exited, status=0/SUCCESS)
Main PID: 3747 (iscsiuio)
CGroup: /system.slice/iscsiuio.service !--3747 /usr/sbin/iscsiuio
Jan 27 16:33:58 localhost.localdomain systemd[1l]: Starting 1iSCSI
UserSpace I/0 driver...

Jan 27 16:33:58 localhost.localdomain systemd[l]: Started iSCSI UserSpace I/0 driver.

5. To discover the iSCSI target, issue the iscsiadm command:
#iscsiadm -m discovery -t st -p 192.168.25.100 -I gedi.00:0e:le:c4:el:6c
192.168.25.100:3260,1 ign.2003-
04.com.sanblaze:virtualun.virtualun.target-05000007
192.168.25.100:3260,1 ign.2003-04.com.sanblaze:virtualun.virtualun.target-05000012
192.168.25.100:3260,1 ign.2003-04.com.sanblaze:virtualun.virtualun.target-0500000c
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192.168.25.100:3260,1 ign.2003-
04.com.sanblaze:virtualun.virtualun.target-05000001

192.168.25.100:3260,1 ign.2003-04.com.sanblaze:virtualun.virtualun.target-05000002

6. Loginto the iSCSI target using the IQN obtained in Step 5. To initiate the
login procedure, issue the following command (where the last character in
the command is a lowercase letter “L”):
#iscsiadm -m node -p 192.168.25.100 -T
ign.2003-04.com.sanblaze:virtualun.virtualun.target-0000007 -1
Logging in to [iface: gedi.00:0e:le:c4:el:6c,
target:ign.2003-04.com.sanblaze:virtualun.virtualun.target-05000007, portal:192.168.25.100,3260]
(multiple)

Login to [iface: gedi.00:0e:le:cd:el:6c, target:ign.2003-

04.com.sanblaze:virtualun.virtualun.target-05000007, portal:192.168.25.100,3260] successful.

7.  To verify that the iSCSI session was created, issue the following command:

# iscsiadm -m session

gedi: [297] 192.168.25.100:3260,1
ign.2003-04.com.sanblaze:virtualun.virtualun.target-05000007 (non-flash)

8. To check for iSCSI devices, issue the iscsiadm command:

# iscsiadm -m session -P3

Ak hkhkhkhkhkhkkhkrhkhkhkhkhkhhhkhkkxxkkx

Attached SCSI devices:

Kok ok ok kK k ok ok Kk k ok ok Kk Kk kK Ak Kk

Host Number: 59 State: running

scsi59 Channel 00 Id O Lun: O

Attached scsi disk sdb State: running scsi59 Channel 00 Id O Lun:
Attached scsi disk sdc State: running scsi59 Channel 00 Id O Lun:
Attached scsi disk sdd State: running scsi59 Channel 00 Id 0 Lun:
Attached scsi disk sde State: running scsi59 Channel 00 Id O Lun:

=Sw N

Attached scsi disk sdf State: running
For advanced target configurations, refer to the Open-iSCSI README at:
https://github.com/open-iscsi/open-iscsi/blob/master/README

iISCSI Offload in VMware ESXi

Follow the procedure in this section to allow a VMware operating system to boot
from an iSCSI target machine located remotely over a standard IP network.
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Follow the procedure in this section to allow a VMware system to access an iSCSI
target machine located remotely over a standard IP network.

To set up iSCSI Offload in VMware ESXi:
1. Using the BIOS interface, set iSCSI Offload Mode to Enabled (Figure 10-8).

NIC in Slot 6 Port 1: QLogic 25GE 2P (L41262HxCU-DE Adapter
00:0E:1E:D6:62:D8
Main Configuration Page > ... > Partition 3 Configuration

NIC Mode
RIMA Mode
RI Operational Hode 4
iSCSI Dffload Mode <Enabled>
iSCSI Offload MAC Address [00:0FE:1E:D6:62:DC
Uirtual iSCSI Offload MAC Address [00:00:00:00:00:00
PCI Device ID (8084
PCI Address [04:00:04
PCI Virtual Functions Advertised [16

Figure 10-8. Enabling iSCSI Offload Mode in the BIOS
2.  Create a new VMkernel adapter (Figure 10-9).

v Standard Switch: vSwitchl ADD NETWORKING EDIT MANAGE PHYSICAL ADAPTERS

January 29, 2021

@ VMkernel ~ Physical Adapters
0 _' | @| I vmnic128 10000 Full aes

Figure 10-9. Creating a VMkernel Adapter
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3. Bind the VMkernel adapter created in Step 2 to the iSCSI partition
(Figure 10-10).

Bind vmhbat4 with VMkernel Adapter

10.104.164.180

X

Only WMkernel adapters compatible with the iSCSI port binding reguirements and available physical network adapters are listed

Port Group

) VMkerne

Status Port Group

Port group policy:

VMkernel Adapter

| (vSwitchl) vmikl

Switch VMkernel Adapter Physical Adapter

@ Compliant

Physical Network Adapter

vmnic128 (10 Gbit's, Full)

Figure 10-10. Binding the VMkernel Adapter to the iSCSI Partition

4,  Add the send target information (Figure 10-11).

vmhba64 X

Add Send Target Server

iISCSI Server 192.168.0.98
Port: 3260

Inherit authentication settings from parent

Figure 10-11. Adding Send Target Information
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5.  Discover the LUNs (Figure 10-12).

Storage Adapters

+ Add Software Adapter E—'é Refresh FIQ Rescan Storage... | EQ Rescan Adapter

Adapter v Type v  Status v Identifier v
4 Model: Qlogic FastLinQ QL41xxx Series 10/25 GbE Controller (ISCSI)
vmhba64 ISCS| Online qedil-000e1ed6899b(iqn 1998-01.com vimware:gad17954 s._
vmhbats ISCSI Unbound Qedi-000<1ed6899c(ign.1998-01.comyvmware:gad17994.s...
4 Model: Smart Array P440ar
vmhba2 SAS Unknown
4 Model: Wellsburg RAID Contraller
B2 imikan Bincl &CG1 Linkmamm
Properties Devices Paths Dynamic Discovery Static Discovery Network Port Binding Advanced Options
E& Refresh
Name ~ L. ~ | Type ~ Capacity ~ Datastore ~ Operational State
EQLOGIC I1SCSI Disk (naa 6019¢cbc1d11983721603850aaci429ee) 0 disk 4000GB Not Cons.. Attached
EQLOGIC ISCSI Disk (naa.6019 1a58312e60955) 0 disk 3.00GB Not Cons Attached
EQLOGIC ISCSI Disk (naa.6019 6C1603550aaci429c6) 0 disk 40.00GB Not Cons
EQLOGIC ISCSI Disk (naa.6019 3d131c1458312e65920) 0 disk 3.00GE Not Cons.
EQLOGIC ISCSI Disk (naa.6019¢cbc1d119a3d331c1758312e62982) 0 disk 3.00GBE Not Cons Attached

Figure 10-12. LUN Discovery

6.

a.
(Figure 10-13).

New Datastore
v Type

2 Name and device selection  Specify datastore type

Targets

1
o

T | Devices

Hardware Accelera.. ~
Supporied
Supported
Supported
Supported
Supporied

Create a new datastore using the New Datastore Wizard.
With 1 Type highlighted, in the list of Types, click VMFS

Figure 10-13. Datastore Type

v Paths T
n
[}
Ycopyall | Siems
DriveT.. ~ Transpor
HDD ISCSI
HDD ISCSI
HDD ISCSI
HDD ISCSI
HDD ISCSI
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b.  With 2 Name and device selection highlighted, select the appropriate
LUN for provisioning the datastore (Figure 10-14).

New Datastore

v 1Type Name and device selection

PR ETGTEEL LR SRS ey Select a name and a disk/LUN for provisioning the datastore.

Datastore name: DatastoreiSCSI

Name ~ LUN ~ Capacity ~ Hardware... ~ Drive T... s
EQLOGIC ISCSI Disk (naa.... 0 300 GB Supported HDD E
EQLOGIC ISCSI| Disk (naa.... . (0] 4000 GB Supported HDD x
EQLOGIC ISCSI Disk (naa.... 0 40.00 GB Supported HDD L:
EQLOGIC ISCSI Disk (naa.... 0 3.00GBE Supported HDD L
ENl NSl 1€r Sl Nl Inaa n 2NN D Conmanrtac [Siginl E

Figure 10-14. Selecting a LUN for the Datastore

c.  With 3 VMFS version highlighted, select the correct VMFS version for
the datastore (Figure 10-15).

New Datastore

v 1Type VMFS version
+ 2 Name and device selection  Specify the WMFS version for the datastore.

® VMFS 6

WMFS 6 enables advanced format (512e) and automatic space reclamation support.

O VMFS5

WMFS 5 enables 2+TB LUN support.

Figure 10-15. VMFS Version
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d.  With 4 Partition configuration highlighed, specify the disk layout and
partition configuration information (Figure 10-16).

New Datastore

v 1Type Partition configuration

+ 2 Name and device selection Review the disk layout and specify partition configuration details.

+ 3 VMFS version

4 Partition configuration Partition Configuration Use all available partitions ~
5 Ready to complete Datastore Size L ) 40 GB
Block size 1MB ~
Space Reclamation Granularity 1MB ~
Space Reclamation Priority L i)

Low: Deleted or unmapped blocks are reclaimed

on the LUN at Low priority

Figure 10-16. Partition Configuration Information

e. With 5 Ready to complete highlighted, review all of your changes
(Figure 10-17).

New Datastore

v 1Type Ready to complete

+ 2 Name and device selection Review your settings selections before finishing the wizard.

+ 3 VMFS version

+ 4 Partition configuration General
5 Ready to complete Mame: DatastoreiSCsl
Type: VMFS
Datastore size: 40.00 GB

Device and Formatting
Disk/LUN:

Partition Format:

WMFS Version:

Block Size:

Space Reclamation
Granularity:

Space Reclamation Priority

EQLOGIC iSCSI Disk
(naa.6019cbc1d19f36c16b3550aacf429cE)
GPT

VMFS 6

1MB

1MB

Low: Deleted or unmapped blocks are reclaimed on the
LUN at low priority

Figure 10-17. Datastore Properties
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NOTE

Some limitations of iISCSI Offload in VMware ESXi include:

B There are limitations with vSwitch; distributed vSwitch (DVS)
should not be used. For best practice, create a 1:1 mapping
between the vmk and the vmnic; that is, create a separate vSwitch
per VMkernel adapter and add only the corresponding physical
NIC to it.

The Marvell offload solution provides redundancy at the
SCSl/vmhba level. Therefore, Marvell does not recommend adding
multiple NICs (Teaming) to same standard switch, because it does
not add redundancy at the NIC level.

B Due to limitations in the user daemon stack, the current iSCSI
connection-over-router solution does not support iISCSI
connections to targets that can be accessed over routers.

B For L2 services needed by iSCSI, such as ARP and DHCP, the
iISCSI vmhba binds to a vmnic device created by the gedi driver.
This binding is only a thin, dummy vmnic implementation, and
should not be used for any NIC traffic and/or other functionalities.

This vmnic device is different from the physical vmnic device
registered by the adapter.

B When configuring port binding, follow the rules from VMware as
indicated in the following article:
https://docs.vmware.com/en/\VVMware-vSphere/7.0/com.vmware.vs
phere.storage.doc/GUID-0D31125F-DC9D-475B-BC3D-A3E1312
51642.htmI#GUID-0D31125F-DC9D-475B-BC3D-A3E131251642
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11 FcoE Configuration

This chapter provides the following Fibre Channel over Ethernet (FCoE)
configuration information:

B “Configuring Linux FCoE Offload” on page 228

NOTE

FCoE offload is supported on all 41000 Series Adapters. Some FCoE
features may not be fully enabled in the current release. For details, refer to
Appendix E Feature Constraints.

To enable iISCSI-Offload mode, see the Application Note, Enabling Storage
Offloads on Dell and Marvell FastLinQ 41000 Series Adapters at
https://www.marvell.com/documents/5aa5otcbkrOim3ynera3/.

For FCoE boot from SAN information, see Chapter 6 Boot from SAN
Configuration.

Configuring Linux FCoE Offload

The Marvell FastLinQ 41000 Series Adapter FCoE software consists of a single
kernel module called gedf.ko (qgedf). The gedf module is dependent on additional
parts of the Linux kernel for specific functionality:

B ged.ko is the Linux eCore kernel module used for common Marvell
FastLinQ 41000 hardware initialization routines.

B libfcoe.ko is the Linux FCoE kernel library needed to conduct FCoE
forwarder (FCF) solicitation and FCoE initialization protocol (FIP) fabric login
(FLOGI).

B libfc.ko is the Linux FC kernel library needed for several functions,
including:
U Name server login and registration
O rport session management

B  scsi_transport_ fc.ko is the Linux FC SCSI transport library used for
remote port and SCSI target management.
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These modules must be loaded before gedf can be functional, otherwise errors
such as “unresolved symbol” can result. If the gedf module is installed in the
distribution update path, the requisite modules are automatically loaded by
modprobe. Marvell FastLinQ 41000 Series Adapters support FCoE offload.

This section provides the following information about FCoE offload in Linux:
[ | Differences Between gedf and bnx2fc

B Configuring gedf.ko

B Verifying FCoE Devices in Linux

Differences Between gedf and bnx2fc

Significant differences exist between gedf—the driver for the Marvell FastLinQ
41000 10/25GbE Controller (FCoE)—and the previous Marvell FCoE offload
driver, bnx2fc. Differences include:

B gedfdirectly binds to a PCI function exposed by the CNA.

B gedf does not need the open-fcoe user space tools (fipvlan, fcoemon,
fcoeadm) to initiate discovery.

gedf issues FIP vLAN requests directly and does not need the fipvlan utility.
gedf does not need an FCoE interface created by fipvlan for fcoemon.
gedf does not sit on top of the net_device.

gedf is not dependent on network drivers (such as bnx2x and cnic).

gedf will automatically initiate FCoE discovery on link up (because it is not
dependent on fipvlan or fcoemon for FCoE interface creation).

NOTE

FCoE interfaces no longer sit on top of the network interface. The qedf driver
automatically creates FCoE interfaces that are separate from the network
interface. Thus, FCoE interfaces do not show up in the FCoE interface
dialog box in the installer. Instead, the disks show up automatically as SCSI
disks, similar to the way Fibre Channel drivers work.

Configuring gedf.ko

No explicit configuration is required for gedf.ko. The driver automatically binds to
the exposed FCoE functions of the CNA and begins discovery. This functionality is
similar to the functionality and operation of the Marvell FC driver, gla2xx, as
opposed to the older bnx2fc driver.
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NOTE

For more information on FastLinQ driver installation, see Chapter 3 Driver

Installation.

The load gedf.ko kernel module performs the following:

# modprobe ged

# modprobe libfcoe

# modprobe gedf

Verifying FCoE Devices in Linux

Follow these steps to verify that the FCoE devices were detected correctly after
installing and loading the gedf kernel module.

# lsmod

69632
143360
65536
806912
262144

To verify FCoE devices in Linux:

Check Ismod to verify that the gedf and associated kernel modules were

1.
loaded:
| grep gedf
1 gedf libfc
2
2 gedf, libfc ged
1 gedf scsi_mod

gedf, libfcoe scsi_transport fc

14 sg,hpsa,qgedf,scsi dh alua,scsi dh rdac,dm multipath,
scsi_ transport fc,scsi transport sas,libfc,scsi transport iscsi,scsi _dh emc,
libata, sd mod, sr mod

Check dmesg to verify that the FCoE devices were detected properly. In this
example, the two detected FCoE CNA devices are SCSI host numbers 4

2.
and 5.

# dmesg | grep gedf
[ 235.321185] [0000:00:00.
v8.18.8.0.
[ 235.322253] [0000:21:00.
Module gedf 8.18.8.0, FW 8.
[ 235.606443] scsi host4:
[ 235.624337] [0000:21:00.
Module gedf 8.18.8.0, FW 8.
[ 235.886681] scsi hosth:

0]: [gedf init:3728]: QLogic FCoE Offload Driver

2]: [ gedf probe:3142]:4: QLogic FastLinQ FCoE
18.10.0

gedf

3]: [__gedf probe:3142]:5: QLogic FastLinQ FCoE
18.10.0

gedf
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[

243.991851] [0000:21:00.37]:

[gedf link update:489]:5

LINK UP

(40 GB/s)

3.  Check for discovered FCoE devices using the 1sscsi or 1sblk -S
commands. An example of each command follows.

# lsscsi

[0:2:

[2

[151:
[151:
[151:
[151:
[151:

0:

:0
0
0:0
0:0:
0:0
0:0

0]

:0]
:0:

Ssw Nk O

# lsblk -S

NAME HCTL
5:

sdb
sdc
sdd
sde
sdf
sdg
sdh
sdi
sdj
sdk

(G2 NG, BN G, I G2 NG NG NG G G |

0:

O O O O O O o o o

O O O O O O o o o o
O 0 J o U b w N P O

disk
cd/dvd
disk
disk
disk
disk
disk

TYPE
disk
disk
disk
disk
disk
disk
disk
disk
disk
disk

DELL PERC H700
TEAC DVD-ROM DV-28SW
HP P2000G3 FC/iSCSI
HP P2000G3 FC/iSCSI
HP P2000G3 FC/iSCSI
HP P2000G3 FC/iSCSI
HP P2000G3 FC/iSCSI
VENDOR MODEL
SANBlaze VLUN P2T1LO
SANBlaze VLUN P2T1L1
SANBlaze VLUN P2T1L2
SANBlaze VLUN P2T1L3
SANBlaze VLUN P2T1L4
SANBlaze VLUN P2T1L5
SANBlaze VLUN P2T1L6
SANBlaze VLUN P2T1L7
SANBlaze VLUN P2T1L8
SANBlaze VLUN P2T1L9

2.10 /dev/sda
R.2A /dev/sr0
T252 /dev/sdb
T252 /dev/sdc
T252 /dev/sdd
T252 /dev/sde
T252 /dev/sdf
REV TRAN
V7.3 fc
V7.3 fc
V7.3 fc
V7.3 fc
V7.3 fc
V7.3 fc
V7.3 fc
V7.3 fc
V7.3 fc
V7.3 fc

Configuration information for the host is located in /sys/class/fc host/host¥,
where x is the number of the SCSI host. In the preceding example, x is 4. The
hostX file contains attributes for the FCoE function, such as worldwide port name

and fabric ID.
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Single root input/output virtualization (SR-10V) is a specification by the PCI SIG
that enables a single PCI Express (PCle) device to appear as multiple, separate
physical PCle devices. SR-IOV permits isolation of PCle resources for
performance, interoperability, and manageability.

NOTE

Some SR-IOV features may not be fully enabled in the current release.

This chapter provides instructions for:

B Configuring SR-IOV on Windows

B “Configuring SR-IOV on Linux” on page 239

B “Configuring SR-IOV on VMware” on page 245

Configuring SR-IOV on Windows

To configure SR-IOV on Windows:

1. Access the server BIOS System Setup, and then click System BIOS
Settings.

2. Onthe System BIOS Settings page, click Integrated Devices.
On the Integrated Devices page (Figure 12-1):
a. Set the SR-IOV Global Enable option to Enabled.
b. Click Back.
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System BIOS

System BIOS Selfings - Integrated Devices

Figure 12-1. System Setup for SR-IOV: Integrated Devices

4. Onthe Main Configuration Page for the selected adapter, click Device Level
Configuration.

5.  On the Main Configuration Page - Device Level Configuration (Figure 12-2):

a. Set the Virtualization Mode to SR-IOV, or NPar+SR-IOV if you are
using NPar mode.

b. Click Back.

NIC in Slot 2 Port T QLogic 25GE 2P QL41262HxCU-DE Adapter - 00:0EEFD:AB.CO

Main Configuration Page « Device Level Configuration

Virtuadzabion Mode £ Nona b ar i SR MFar SR-I0Y

Figure 12-2. System Setup for SR-IOV: Device Level Configuration
6.  On the Main Configuration Page, click Finish.

7. Inthe Warning - Saving Changes message box, click Yes to save the
configuration.
8. Inthe Success - Saving Changes message box, click OK.
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To enable SR-IOV on the miniport adapter:

a.  Access Device Manager.

b.  Open the miniport adapter properties, and then click the Advanced

tab.

c.  Onthe Advanced properties page (Figure 12-3) under Property, select
SR-I0V, and then set the value to Enabled.

d. Click OK.

Qlogic Fastlin( QLA1262-DE 25GbE Adapter (VBD Client) #225 Pr.. X

General Advanced [iver Datalz  Events Power Management

Thee folovang properies ate avalable for this nebwork, adapter. Chck
th: propeity wou want bo change on the lefl, and then sebect its value

on e nght
Propesly W

Receive Bulfers [D=Auto) - |Enabled
Aecae Side Scalng

Recy Segment Coakazcing [IPwd]

Recy Segment Coslescng (IPvE)

RAS5Profile

Spead & Duplex

TCPAJDF Cheechsum OFfiosd [IPy
TCPAJDP Chseksumn Oflasd [IPv
Tranzmit Buffers (D=duta)

Wirhual Machine 0usues

Wiehusl Switch RSS

WLAM D

WMMO Max QP's - Dedauk VPt ¥

Cancel

Figure 12-3. Adapter Properties, Advanced: Enabling SR-IOV

10.

To create a Virtual Machine Switch (vSwitch) with SR-IOV (Figure 12-4 on
page 235):

a. Launch the Hyper-V Manager.

b.  Select Virtual Switch Manager.

C. In the Name box, type a name for the virtual switch.

d. Under Connection type, select External network.

e.

and then click Apply.

Select the Enable single-root /O virtualization (SR-IOV) check box,
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NOTE

Be sure to enable SR-IOV when you create the vSwitch. This
option is unavailable after the vSwitch is created.

% ¥irtual Switches
% Mew virtual netwark switch
I SR-10¥_wSwitch rame:
QLogic FastLin() QL41262-DE Z... |SR-IO\-'_V5witch
# Global Metwork Settings

4 MAC Address Range
00-15-50-29-B2-00 to 00-15-50-2...

e Mirtual Switch Properties

Motes:

Connection bype
WWhat do wou want ko connect this virtual switch bo?

(®) External network:
iLogic FastLinG OL41262-DE 25GHE Adapter (VED Client) #225 w
Allow management operating system to share this netwark adapker
Enable single-roat I/O virtualization (SR-10W)

() Internal network,
() Private network

WLAN ID

[] Enable wvirtual LAM identification For management operating syskem

Remowve

SR-I0% can only be configured when the virtual switch is created, An external
wirtual switch with SR-I0Y enabled cannot be converted ko an inkernal or private
switch,

Cartcel gy

Figure 12-4. Virtual Switch Manager: Enabling SR-IOV

f. The Apply Networking Changes message box advises you that
Pending changes may disrupt network connectivity. To save your
changes and continue, click Yes.
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1.

12.

To get the virtual machine switch capability, issue the following Windows
PowerShell command:

PS C:\Users\Administrator> Get-VMSwitch -Name SR-IOV_vSwitch | fl

Output of the Get-vMswitch command includes the following SR-IOV

capabilities:
TovVirtualFunctionCount : 80
IovVirtualFunctionsInUse 1

To create a virtual machine (VM) and export the virtual function (VF) in the

VM:

a.

b
c.
d

Create a virtual machine.
Add the VMNetworkadapter to the virtual machine.
Assign a virtual switch to the VMNetworkadapter.

In the Settings for VM <VM_Name> dialog box (Figure 12-5),
Hardware Acceleration page, under Single-root I/O virtualization,
select the Enable SR-IOV check box, and then click OK.

NOTE

After the virtual adapter connection is created, the SR-IOV
setting can be enabled or disabled at any time (even while traffic
is running).

Doc. No. AH0054602-00 Rev. X
Page 236 Copyright © 2021 Marvell



12—-SR-I0OV Configuration

Configuring SR-IOV on Windows

B Sestings fae V=100 an WAN-BNIMSLLITCRG

W10 wl A4 e B
i& Hardmare I A S
B ad tiwdvere
I Friwapn Sesacify radvecrking baaka that con b offiaaded bo o plysical nebweorl scdapior,
Sacurity Wirtual machres: gueus [VHG) requines o phyecal nebverk, sdapten that supperts
thi Feturs,
- bk ) Erabls wirtual machire qusus
& |0 Processa
il pr ooy [Psec Lash, offioadng
= Bl 5051 Controler St I & phiital festtrk. Sclapbier aredithes sl opes S0 yibem &
e o offinsd 1P baska,

5| o Hatd Drive

= g Retwork Adapte

= § St wcarkc Adapter
SH-I0Y_wSwilch
Hartemare Axcrboraticn
Advanced Features

#_Management

Wi sulfichant hardvars PESoLURCES &6 POl Svalsbie, the peounlly Sssocistions
are rit offlcadied and are handied in softwars by e Quest cperabng systen,

) Erabia 1P bk offlosdng

Sl Ehen rruedmagn rombeer of offiosded seourty sesccistions from s rarge of 1 to
P05,
Maimam rusmber; [ E-I.!‘E Cffcddad 58

Sriger oot B0 vehosizsbon

Srighe-roob [0 virtussizstion {55 [0 reguires specific hardesre. Tt akeo maght
indira driverd Bo b irel allexd i Uhh Qo Spsbraliveg iyl

Winesn sufficiant hawdware resoarcss are nok svslsble, nebwork connectiviy i
prreakad Hrroiagh the virbual Swibify

L] Erabss SRV

e R

Figure 12-5. Settings for VM: Enabling SR-IOV

13. Install the Marvell drivers for the adapters detected in the VM. Use the latest
drivers available from your vendor for your host OS (do not use inbox
drivers).

NOTE

Be sure to use the same driver package on both the VM and the host
system. For example, use the same qeVBD and qeND driver version

on the Windows VM and in the Windows Hyper-V host.
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After installing the drivers, the adapter is listed in the VM. Figure 12-6 shows
an example.

& Computer Managemnent [Local | + e YRF - I
- Syrtem Tools B Computer
Tisk Scheduler = Dk dreces
!,. Everd Vitwer B Dupley sdapierns
it Shared Folder e Hurean Inbedsee Dievced
B Local Lhen and Groupd = Kiyboardi
Ml Perfermance i o and cther pointing devces
A Deace Menpger [ Mcnitcn
w [ Croepge w B Metwork sdapters
b Wirmdows. Seroer Baciour @ Microsoft Myper-¥ Nebwork ddapter 84
= Dk Mansgement B Ol FastLind) QLADIOD Sevees Gigabit Ethermt Controlier (VED Chent SR-I0N ¥F) 228
_' 5 Serarces il Apenlic st = Prni guenss
u Pracessd

B Soiegs contnellen

w [ Svetem dencn
B S0P Miochale Dapeinn
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Figure 12-6. Device Manager: VM with QLogic Adapter

14. To view the SR-IOV VF details, issue the following Windows PowerShell
command:

PS C:\Users\Administrator> Get-NetadapterSriovVf

Figure 12-7 shows example output.

m o strators =

Figure 12-7. Windows PowerShell Command: Get-NetadapterSriovVf
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Configuring SR-IOV on Linux

To configure SR-IOV on Linux:

1. Access the server BIOS System Setup, and then click System BIOS

Settings.

2. Onthe System BIOS Settings page, click Integrated Devices.

On the System Integrated Devices page (see Figure 12-1 on page 233):
a. Set the SR-IOV Global Enable option to Enabled.

b. Click Back.

On the System BIOS Settings page, click Processor Settings.

On the Processor Settings (Figure 12-8) page:

a. Setthe Virtualization Technology option to Enabled.
b.  Click Back.

-IIIE View Macros Tools Power HNextBoot Virfual Media Help

System BIOS

O 64 GTis =

QP Speed @ Mavimum data rate)
Alternate RTID [Requestor Transaction ID) Selting 3 Enabled @ Disabled
I Virfuahzation Technokogy @ Enablod O Disabled I
Address Translation Services (ATS) @ Enablad O Disabled
Adjacent Cache Line Prefatch @ Enabled O Disabled
Hardware Prefetcher @ Enabled O Disabbled
DCU Streamser Prefatcher @ Enabled O Disabled
DCU P Prafetcher @ Enablad O Disabled
Logcal Processor iding @ Enabled O Disabled

Conligurable TDP @ MNominal & Lewvel 1
Q) Enablad @ Disabled
Mumber of Cores per Processor Al

The Intel QuickPath Interconnect (QF) Speed option n the Processor section gaverns the
0 frequaency of the QP inks batween the populated processors. (Press <Fi= for more help)

Figure 12-8. System Setup: Processor Settings for SR-IOV

6. On the System Setup page, select Device Settings.
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7. On the Device Settings page, select Port 1 for the Marvell adapter.
8.  On the Device Level Configuration page (Figure 12-9):

a. Setthe Virtualization Mode to SR-IOV.

b.  Click Back.

NIC in Slot 2 Port t© Qlogic 25GE 2P QL41262HxCU-DE Adapter - 00:0E-EFD:ABICO
Meain Configuration Page + Device Level Configuration

Virtushzation Mode ) hone s NPar - SRV

Figure 12-9. System Setup for SR-IOV: Integrated Devices

9.  On the Main Configuration Page, click Finish, save your settings, and then
reboot the system.

10. To enable and verify virtualization:

a. Openthe grub.conf file and configure the iommu parameter as
shown in Figure 12-10. (For details, see “Enabling IOMMU for SR-I0OV
in UEFI-based Linux OS Installations” on page 244.)

[ | For Intel-based systems, add intel iommu=on.
B For AMD-based systems, add amd_iommu=on.
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File View Macros Tools Power HNextBoot Virtual Media Heip
[ applications Places System @ & & () o) =  WedApr12, 1:17PM root

File Edit View Search Terminal Heip

W

#
e '} " f é
# NOTICE tha
" 1 1 I
]
L
o dev/ sdbl
B} HD(1,880,64000,4210abd5- 4978 -459d - 2418 - B69dB4e3b0LS )

=

=5
splashimages=|hdd, 1) fgruby/splash.xpm.gz

Fed Hat Emterprise Linux Server (2.6.32-842.15.1.el6.x86 64)

Semlinuz-2.6.32-642.15.1.e16.x86 64 ro roots/dev/mapper/vg_ahrhé8-lv_root rd LVM LV=vg_ahrh&8/lv_swap rd_NO_LU
KS rd LvM LVsvg rh6801/1v_swap rd LVM Lvsvg ahrh68/1v_root rd NO MD rd LVM Lvsvg 100grh68/1v swap rd LVM LVscentos/swap crash
kernel=auto SYSFONT=latarcyrheb-sunlé KEYBOARDTYPE=pC KEYTABLE=us rd NO DM LANG=en US.UTF-B rhgb quist intel lo-‘ml:ar.
Sinitramfs-2.6.32-642,15.1.616.x86 64.1n9 e |
Red Hat Enterprise Linux 6 (2.6.32-542.el6.x86 64)

fvmlinuz-2.6.32-642.e16.x86 64 ro root=/dev/mapper/vg ahrh68-1v root rd LVM LW=vg ahrh&8/lv swap rd MO LUKS rd
LWM Lv=vg rh6801/1lv swap rd LVM LV=vg ahrh68/ly root rd WO MD rd LVM LV=vg ledgrh68/lv swap rd LVM LV=centos/swap crashkerne
l=auto SYSFONT=latarcyrheb-sunlé KEYBOARDTYPE=pc KEYTABLE=us rd_NO DM LANG=en US.UTF-8 rhgb quiet
finitramfs-2.6.32-642.el6.x86 64.ing

== INSERT -- 17,362-363 All 7

| [ roct@ahvrhés: ~/Desk. . al B

Current User{sk root : 172.28.41.13%; root: 10.35.4.66

Figure 12-10. Editing the grub.conf File for SR-IOV

b. Savethe grub.conf file and then reboot the system.

c.  To verify that the changes are in effect, issue the following command:
dmesg | grep -i iommu
A successful input—output memory management unit (IOMMU)
command output should show, for example:

Intel-IOMMU: enabled

d. To view VF details (number of VFs and total VFs), issue the following
command:

find /sys/|grep -i sriov

11. For a specific port, enable a quantity of VFs.

a. Issue the following command to enable, for example, 8 VFs on PCI
instance 04:00.0 (bus 4, device 0, function 0):

[root@ah-rh68 ~]1# echo 8 >
/sys/devices/pci0000:00/0000:00:02.0/0000:04:00.0/
sriov_numvfs
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b.  Review the command output (Figure 12-11) to confirm that actual VFs
were created on bus 4, device 2 (from the 0000:00:02.0 parameter),
functions 0 through 7. Note that the actual device ID is different on the
PFs (8070 in this example) versus the VFs (8090 in this example).

[root@ah-rh68 Desktop)#

[root@ah-rh68 Desktop]# echo B > /fsys/devices/pcippB6:00/0000:00:02.0/0000:04:00.68/sriov numvfs

[ root@ah-rh68 Desktop]#
[root@ah-rh68 Desktop]# lspci -vv|grep -1 Qlogic

84:88.08 Ethernet controller: QlLogic Corp. Device BOB78 (rev 82)

Subsystem: QLogic Corp. Device 888b

Product Name: QLogic 25GE 2P QL41262HxCU-DE Adapter

[vd] vendor specific: NMVQLogic

04:88.

-

Subsystem: QLogic Corp. Device @eab

Product Name: QLogic 25GE 2P QL41262HxCU-DE Adapter

[v4] Vendor specific: NMVQLogic
84:82.0 Ethernet controller: QLogic Corp. Device 8898 (rev 82)

Subsystem: QLogic Corp. Device ©988b
@84:82.1 Ethernet controller: QLogic Corp. Device 8898
| Subsystem:;0Logic Corp. Device 8@8b
@84:82.2 Ethernet cOntroller: QLogic Corp. Device 8898
Subsystem: QLogic Corp. Device @88b

st

@84:082.3 Ethernet controller: QLogic Corp. Device 8898
Subsystem: QLoglc Corp. Device 888b
084:082.4 Ethernet controller: QLogic Corp. Device B898

Subsystem: QLogic Corp. Device @eab
@84:82.5 Ethernet controller: QLogic Corp. Device 8898
Subsystem: QLogic Corp. Device 088b
084:082.6 Ethernet controller: QLogic Corp. Device B898
Subsystem: QLoglc Corp. Device 888b
Ethernet controller: QLogic Corp. Device B@9@
Subsystem: QLogic Corp. Device @eab
[ root@ah-rh68 Desktopl# [J

@ root@ah-rh68:~/Desk..

04:82.

=

| rev

| rev

(rev

(rev

[ rev

(rev

[ rev

Ethernet controller: QlLogic Corp. Device B@7@8 (rev 82)

B2)

B2)

82)

82)

8z)

B2)

82)

Figure 12-11. Command Output for sriov_numvfs

12. To view a list of all PF and VF interfaces, issue the following command:

# ip link show | grep -i

Figure 12-12 shows example output.

vE

-b2

January 29, 2021

Figure 12-12. Command Output for ip link show Command

13. Assign and verify MAC addresses:

a. To assign a MAC address to the VF, issue the following command:

ip link set <pf device> vf <vf index> mac <mac address>
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b.  Ensure that the VF interface is up and running with the assigned MAC

address.

14. Power off the VM and attach the VF. (Some OSs support hot-plugging of

VFs to the VM.)

a. Inthe Virtual Machine dialog box (Figure 12-13), click Add Hardware.

ey - -

File View Macios Tools Power HextBool Virual Media Help

‘ﬁpﬂlmnns Places System (@ & &
[

- virt
File Edit View Help

e
=g v

£ mopn | =

L] L!‘:H'*_

= localhost (GEMU B Performance

| [0 Processer
B Memory
5o Boot options
L Virto Disk 1
-

s Tablet

NIC :e0:el:af

Mouse
Display VNC
Sound: ichs
e Serial 1

B video

B controller Usa
B controller Use
! Controller USE
! Controller USE

0

v wesemar s o
[ root@ah- rhéd Desktop)#
[ root@sh- rhéa Desktop)e

inet addr:172

Add Hardware

[root@ah-rhé8 Desktop|#

RHELG6S Virtual Machine

File Virtual Machine WView Send Key

Basic Details
Name:
uuig:
Status:
Description:

RHELGS

25021058-bec3-16(7-0869-Te52 32068113
= Shutofl

Hypervisor Details
Hypervisor: kvm
Architecture: x86_64
Emulator: fustilibexec/gemu-kym

Operating System
Hostname: unknown
Product name: unknown

[+ Applications
[ Machine Settings

P Security

Wed Apr 12, 3:05PM  root

[root@ah-rh68 Desktopl# wirt-manager
| rect@ah-rhéd Desktop]# []

B root@ah-rh68:-/Desk...

w Virtual Machine Mana...

ws RHELGE Virtual Machine |

Current Userisk root : 172.28.41.13% rool : 10.35.4.66

Figure 12-13. RHEL68 Virtual Machine

—

In the left pane of the Add New Virtual Hardware dialog box

(Figure 12-14), click PCI Host Device.
In the right pane, select a host device.
Click Finish.
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2 Add New Virtual Hardware ®
— Storage PCI Device
WY Network

It Please indicate what phrysical device

B Geaphics 1o conmect to the virtual machine.
B sound Host Device:
L e =
rerail 0000:00:1F:2 O610/X99 series chipset 6-Port SATA Controller
- aralel
0000:01:00:0 MegaRAID SAS-3 3108 [Invader]
& Channel

0000:02:00:0 Interface eml (Netitreme BCMST20 Gigabit Et 3
0000:02:00: 1 Interface em2 (Netitréme BCMS 720 Gigabit EL
0000:03:00:0 interface em3 (NetXireme BCM5720 Gigabit Et
0000:03:00:1 Interface em4 [Netxtreme BCM5720 Gigabit Et
B watchdog 0000:04:00:0 Interface p2pl ()

[ 0D00:04:00:1 Interface p2p2 ()

45 USB Host Device
- 1 Ho
B video

Smartcard

USE Redirection 0000:04:02;1 Interface p2pl_1 ()
Panic Motifier

o ]

Cancel Finish

Figure 12-14. Add New Virtual Hardware

15. Power on the VM, and then issue the following command:

check 1lspci -vv|grep -I ether

16. Install the drivers for the adapters detected in the VM. Use the latest drivers
available from your vendor for your host OS (do not use inbox drivers). The
same driver version must be installed on the host and the VM.

17. As needed, add more VFs in the VM.

Enabling IOMMU for SR-IOV in UEFI-based Linux OS
Installations

Follow the appropriate procedure for your Linux OS.

NOTE

For AMD systems, replace intel iommu=on with amd_iommu=on.

To enable IOMMU for SR-IOV on RHEL 6.x:

[ | Inthe /boot/efi/EFI/redhat/grub.conf file, locate the kernel line, and
then append the intel iommu=on boot parameter.

To enable IOMMU for SR-IOV on RHEL 7.x and later:

1. Inthe /etc/default/grub file, locate GRUB CMDLINE LINUX, and then
append the intel iommu=on boot parameter.

2. To update the grub configuration file, issue the following command:
grub2-mkconfig -o /boot/efi/EFI/redhat/grub.cfg
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To enable IOMMU for SR-IOV on SLES 12.x:

1.

Inthe /etc/default/grub file, locate GRUB CMDLINE LINUX DEFAULT,
and then append the intel iommu=on boot parameter.

To update the grub configuration file, issue the following command:
grub2-mkconfig -o /boot/grub2/grub.cfg

To enable IOMMU for SR-IOV on SLES 15.x and later:

1.

Inthe /etc/default/grub file, locate GRUB CMDLINE LINUX DEFAULT,
and then append the intel iommu=on boot parameter.

To update the grub configuration file, issue the following command:
grub2-mkconfig -o /boot/efi/EFI/sles/grub.cfg

Configuring SR-IOV on VMware

January 29, 2021

NOTE

For instructions on enabling SR-IOV on a host physical adapter, see the
VMware documentation.

To configure SR-IOV on VMware:

1.

Access the server BIOS System Setup, and then click System BIOS
Settings.

On the System BIOS Settings page, click Integrated Devices.
On the Integrated Devices page (see Figure 12-1 on page 233):
a. Set the SR-IOV Global Enable option to Enabled.

b.  Click Back.

In the System Setup window, click Device Settings.

On the Device Settings page, select a port for the 25G 41000 Series
Adapter.

On the Device Level Configuration page (see Figure 12-2 on page 233):
a. Setthe Virtualization Mode to SR-IOV.

b.  Click Back.

On the Main Configuration Page, click Finish.

Save the configuration settings and reboot the system.
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9. To enable the needed quantity of VFs per port (in this example, 16 on each
port of a dual-port adapter), issue the following command:

"esxcfg-module -s "max vfs=16,16" gedentv"

NOTE

Each Ethernet function of the 41000 Series Adapter must have its own

entry.

10.
1.

Reboot the host.

To verify that the changes are complete at the module level, issue the
following command:

"esxcfg-module -g gedentv"

[root@localhost:~]

gedentv enabled

12.

[root@localhost:~]

0000:05:00.0
GbE Ethernet

0000:05:00.1
GbE Ethernet Adapter

0000:05:02.0 Network
10/25 GbE Controller

0000:05:02.1 Network
10/25 GbE Controller

0000:05:02.2 Network
10/25 GbE Controller

0000:05:02.3 Network
10/25 GbE Controller

Network
Adapter

Network

0000:05:03.7 Network
10/25 GbE Controller

0000:05:0e.0 Network
10/25 GbE Controller

0000:05:0e.1 Network
10/25 GbE Controller

0000:05:0e.2 Network
10/25 GbE Controller

lspci |

controller:
[vmnic6]

controller:
[vmnic7]

controller:
(SR-IOV VF)
controller:
(SR-IOV VF)
controller:
(SR-IOV VF)

controller:
(SR-IOV VF)

controller:
(SR-IOV VF)

controller:
(SR-IOV VF)
controller:
(SR-IOV VF)

controller:
(SR-IOV VF)

= 1 options =

grep -i QLogic |

-i

grep
QLogic Corp. QLogic

QLogic Corp. QLogic

QLogic Corp. QLogic
[PF_0.5.0 VF 0]
QLogic Corp. QLogic
[PF 0.5.0 VF 1]
QLogic Corp. QLogic
[PF_0.5.0 VF 2]
QLogic Corp. QLogic
[PF 0.5.0 VF 3]

QLogic Corp. QLogic
[PF 0.5.0 VF 15]
QLogic Corp. QLogic
[PF_0.5.1 VF 0]
QLogic Corp. QLogic
[PF 0.5.1 VF 1]
QLogic Corp. QLogic
[PF_0.5.1 VF 2]

esxcfg-module -g gedentv

'max vfs=16,16"

FastLinQ

FastLinQ

FastLinQ

FastLinQ

FastLinQ

FastLinQ

FastLinQ

FastLinQ

FastLinQ

FastLinQ

'ethernet\ |network' |

QL41xxx

QL41xxx

QL41xxx

QL41xxx

QL41xxx

QL41xxx

QL41xxx

QL41xxx

QL41xxx

QL41xxx

To verify if actual VFs were created, issue the 1spci command as follows:

more
10/25

10/25

Series

Series

Series

Series

Series

Series

Series

Series
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0000:05:0e.3 Network controller: QLogic Corp. QLogic FastLinQ QL41lxxx Series
10/25 GbE Controller (SR-IOV VF) [PF 0.5.1 VF 3]

0000:05:0f.6 Network controller: QLogic Corp. QLogic FastLinQ QL41lxxx Series
10/25 GbE Controller (SR-IOV VF) [PF 0.5.1 VF 14]

0000:05:0£.7 Network controller: QLogic Corp. QLogic FastLinQ QL41lxxx Series
10/25 GbE Controller (SR-IOV VF) [PF 0.5.1 VF 15]

13. Attach VFs to the VM as follows:

a. Power off the VM and attach the VF. (Some OSs support hot-plugging
of VFs to the VM.)

b.  Add a host to a VMware vCenter Server Virtual Appliance (vVCSA).
c. Click Edit Settings of the VM.
14. Complete the Edit Settings dialog box (Figure 12-15) as follows:
a. Inthe New Device box, select Network, and then click Add.
b For Adapter Type, select SR-IOV Passthrough.
C. For Physical Function, select the Marvell VF.
d

To save your configuration changes and close this dialog box, click
OK.
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51 SUSE_VM1_Host - Edit Settings 7 MW
| Virtual Hardware | VM Options | SDRS Rules | vApp Options |
» [ cPU (8 |~| @
» 3l Memory ‘ 1024 |v|| MB | - |
» (2 Hard disk 1 16 = (e8|~
3 % SCSl controller 0 LSl Logic Parallel
3 Metwork adapter 1 | WM Metwoark | - | [+ connect...
3 Metwork adapter 2 | WM Metwork 2 | - | [+ connect...
» (@) CDIDVD drive 1 | Client Device || (]
» [ Floppy drive 1 | Client Device |v|
v [ video card | Specify custom settings |v|
F <2 VMCI device
» Other Devices
« [l New Network | VM Network 3 |
Status Lf Cunnecl Al Puwzi On
Adapter Type | SR-IOV passthrough v
A Some operations are unavailable when SR-I0V passthrough
aevices are present. Suspending, migrating with vidotion, or
laking/restoring snapshots of the vitual machine are not
possible.
Physical Function | wvmnict 0000:05:00.0 | QLogic Co... |;
MAC Address Automatic |+
GuestOS MTU Change | Disallow | = o
New device: | Network |=
Compatibility: ESXi 6.0 and later (VM version 11) oK Cancel

Figure 12-15. VMware Host Edit Settings

15. To validate the VFs per port, issue the esxc1i command as follows:

[root@localhost:~]

VF ID Active

esxcli network sriovnic vf list
PCI Address Owner World ID

-n vmnicé6

0 true 005:02.0 60591
1 true 005:02.1 60591
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16.

17.

18.
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03.
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Install the Marvell drivers for the adapters detected in the VM. Use the latest
drivers available from your vendor for your host OS (do not use inbox
drivers). The same driver version must be installed on the host and the VM.

Power on the VM, and then issue the ifconfig -a command to verify that
the added network interface is listed.

As needed, add more VFs in the VM.
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13 NVMe-oF Configuration
with RDMA

Non-Volatile Memory Express over Fabrics (NVMe-oF) enables the use of
alternate transports to PCle to extend the distance over which an NVMe host
device and an NVMe storage drive or subsystem can connect. NVMe-oF defines
a common architecture that supports a range of storage networking fabrics for the
NVMe block storage protocol over a storage networking fabric. This architecture
includes enabling a front-side interface into storage systems, scaling out to large
quantities of NVMe devices, and extending the distance within a data center over
which NVMe devices and NVMe subsystems can be accessed.

The NVMe-oF configuration procedures and options described in this chapter
apply to Ethernet-based RDMA protocols, including RoCE and iWARP. The
development of NVMe-oF with RDMA is defined by a technical sub-group of the
NVMe organization.

This chapter demonstrates how to configure NVMe-oF for a simple network. The
example network comprises the following:

B Two servers: an initiator and a target. The target server is equipped with a
PCle SSD drive.

u Operating system: RHEL 7.6 and later, RHEL 8.x and later, SLES 15.x and
later

B Two adapters: One 41000 Series Adapter installed in each server. Each port
can be independently configured to use RoCE, RoCEv2, or iWARP as the
RDMA protocol over which NVMe-oF runs.

B For RoCE and RoCEv2, an optional switch configured for data center
bridging (DCB), relevant quality of service (QoS) policy, and vLANSs to carry
the NVMe-oF’s RoCE/RoCEv2 DCB traffic class priority. The switch is not
needed when NVMe-oF is using iWARP.
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Figure 13-1 illustrates an example network.

Initiator Target

[Linux with Intel NVMeJ

PCle SSDs

.

l 41000 Series Adapter

]
/

41000 Series Adapter

= o

“‘»l_,.)\\_;/‘i"

Figure 13-1. NVMe-oF Network

The NVMe-oF configuration process covers the following procedures:
Installing Device Drivers on Both Servers

Configuring the Target Server

Configuring the Initiator Server

Preconditioning the Target Server

Testing the NVMe-oF Devices

Optimizing Performance
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Installing Device Drivers on Both Servers

After installing your operating system (SLES 12 SP3), install device drivers on
both servers. To upgrade the kernel to the latest Linux upstream kernel, go to:

https://www.kernel.org/pub/linux/kernel/v4.x/

1.

Install and load the latest FastLinQ drivers (ged, gede, libgedr/qedr)
following all installation instructions in the README.

(Optional) If you upgraded the OS kernel, you must reinstall and load the
latest driver as follows:

a. Install the latest FastLinQ firmware following all installation instructions
in the README.

b. Install the OS RDMA support applications and libraries by issuing the
following commands:
# yum groupinstall "Infiniband Support"

# yum install tcl-devel libibverbs-devel libnl-devel
glib2-devel libudev-devel lsscsi perftest

# yum install gcc make git ctags ncurses ncurses-devel
openssl* openssl-devel elfutils-libelf-devel*

c. Toensure that NVMe OFED support is in the selected OS kernel, issue
the following command:

make menuconfig

d. Under Device Drivers, ensure that the following are enabled (set
to M):
NVM Express block devices
NVM Express over Fabrics RDMA host driver
NVMe Target support
NVMe over Fabrics RDMA target support

e. (Optional) If the Device Drivers options are not already present,
rebuild the kernel by issuing the following commands:
# make
# make modules
# make modules_install

# make install

f. If changes were made to the kernel, reboot to that new OS kernel. For
instructions on how to set the default boot kernel, go to:

https://wiki.centos.org/HowTos/Grub?2
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3. Enable and start the RDMA service as follows:

# systemctl enable rdma.service

# systemctl start rdma.service

Disregard the RDMA Service Failed error. All OFED modules required by
gedr are already loaded.

Configuring the Target Server

Configure the target server after the reboot process. After the server is operating,
you cannot change the configuration without rebooting. If you are using a startup
script to configure the target server, consider pausing the script (using the wait
command or something similar) as needed to ensure that each command finishes
before executing the next command.

To configure the target service:

1.  Load target modules. Issue the following commands after each server
reboot:

# modprobe gedr
# modprobe nvmet; modprobe nvmet-rdma
# lsmod | grep nvme (confirm thatthe modules are loaded)

2. Create the target subsystem NVMe Qualified Name (NQN) with the name
indicated by <nvme-subsystem-name>. Use the NVMe-oF specifications; for
exanuﬂe,nqn.<YEAR>—<Month>.org.<your—company>.

# mkdir /sys/kernel/config/nvmet/subsystems/<nvme-subsystem-name>

# cd /sys/kernel/config/nvmet/subsystems/<nvme-subsystem-name>
3.  Create multiple unigue NQNs for additional NVMe devices as needed.

4,  Set the target parameters, as listed in Table 13-1.

Table 13-1. Target Parameters

Command Description
# echo 1 > attr allow_any host Allows any host to connect.
# mkdir namespaces/1 Creates a namespace.
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Table 13-1. Target Parameters (Continued)

Command Description

# echo -n /dev/nvmeOnl >namespaces/
1/device_path

# echo 1 > namespaces/1l/enable

# mkdir /sys/kernel/config/nvmet/
ports/1

# cd /sys/kernel/config/nvmet/ports/1

# echo 1.1.1.1 > addr_traddr

# echo rdma > addr_trtype

# echo 4420 > addr_trsvcid

# echo ipv4 > addr_adrfam

Sets the NVMe device path. The NVMe device
path can differ between systems. Check the device
path using the 1sblk command. This system has
two NVMe devices: nvmeOnl and nvmelnl.

Enables the namespace.

Creates NVMe port 1.

Sets the same IP address. For example, 1.1.1.1is
the IP address for the target port of the 41000
Series Adapter.

Sets the transport type RDMA.

Sets the RDMA port number. The socket port num-
ber for NVMe-oF is typically 4420. However, any
port number can be used if it is used consistently
throughout the configuration.

Sets the IP address type.

5.  Create a symbolic link (symlink) to the newly created NQN subsystem:

# 1ln -s /sys/kernel/config/nvmet/subsystems/
nvme-subsystem-name subsystems/nvme-subsystem-name

6. Confirm that the NVMe target is listening on the port as follows:

# dmesg | grep nvmet rdma

[ 8769.470043] nvmet rdma: enabling port 1

(1.1.1.1:4420)
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Configuring the Initiator Server

You must configure the initiator server after the reboot process. After the server is
operating, you cannot change the configuration without rebooting. If you are using
a startup script to configure the initiator server, consider pausing the script (using
the wait command or something similar) as needed to ensure that each
command finishes before executing the next command.

To configure the initiator server:
1. Load the NVMe modules. Issue these commands after each server reboot:

# modprobe gedr
# modprobe nvme-rdma

2. Download, compile and install the nvme-c1i initiator utility. Issue these
commands at the first configuration—you do not need to issue these
commands after each reboot.

# git clone https://github.com/linux-nvme/nvme-cli.git
# cd nvme-cli

# make && make install

3.  Verify the installation version as follows:
# nvme version

4. Discover the NVMe-oF target as follows:

# nvme discover -t rdma -a 1.1.1.1 -s 1023

Make note of the subsystem NQN (subngn) of the discovered target
(Figure 13-2) for use in Step 5.

Figure 13-2. Subsystem NQN
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5.  Connect to the discovered NVMe-oF target (nvme-glogic-tgtl) using the
NQN. Issue the following command after each server reboot. For example:

# nvme connect -t rdma -n nvme-gqlogic-tgtl -a 1.1.1.1 -s 1023

6. Confirm the NVMe-oF target connection with the NVMe-oF device as
follows:

# dmesg | grep nvme
# 1lsblk

# list nvme

Figure 13-3 shows an example.

[root@localhost home] #dmesg | grep nvme
[ 233.645554] nvme nvme0: new ctrl: NQN “nvme-qlogic-tgtl”, addr 1.1.1.1:1023
[root@localhost home] # 1sblk
NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
sdb 8:0 0 1.1T 0 disk
sdb2 8:2 0 493.26 0 part /
sdb3 8:3 0 8G 0 part [SwAP]
—sdb1 8:1 0 16 0 part /boot/efi
nvmeOnl 259:0 0 372.6G 0 disk
[root@locaThost home] # nvme Tist
Node SN Model Namespace Usage Format FW Rev

|/dev/nvmeOnl 7a591f3ec788a367 Linux 1 1.60 TB / 1.60 TB 512 B+ 0B 4.13.8

Figure 13-3. Confirm NVMe-oF Connection

Preconditioning the Target Server

NVMe target servers that are tested out-of-the-box show a higher-than-expected
performance. Before running a benchmark, the target server needs to be prefilled
or preconditioned.

To precondition the target server:

1.  Secure-erase the target server with vendor-specific tools (similar to
formatting). This test example uses an Intel NVMe SSD device, which
requires the Intel Data Center Tool that is available at the following link:

https://downloadcenter.intel.com/download/23931/Intel-Solid-State-Drive-
Data-Center-Tool

2.  Precondition the target server (nvme0n1) with data, which guarantees that all
available memory is filled. This example uses the “DD” disk utility:

# dd if=/dev/zero bs=1024k of=/dev/nvmeOnl
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Testing the NVMe-oF Devices

Compare the latency of the local NVMe device on the target server with that of the
NVMe-oF device on the initiator server to show the latency that NVMe adds to the
system.

January 29, 2021

To test the NVMe-oF device:

1.

Update the Repository (Repo) source and install the Flexible Input/Output
(F10) benchmark utility on both the target and initiator servers by issuing the
following commands:

# yum install epel-release

# yum install fio

stalling for
boost-thread

librados2
librbdl

Figure 13-4. FIO Utility Installation

Run the FIO utility to measure the latency of the initiator NVMe-oF device.
Issue the following command:

# fio --filename=/dev/nvmeOnl --direct=1 --time_based
--rw=randread --refill buffers --norandommap --randrepeat=0
--ioengine=libaio --bs=4k --iodepth=1 --numjobs=1
--runtime=60 --group_ reporting --name=temp.out

FIO reports two latency types: submission and completion. Submission
latency (slat) measures application-to-kernel latency. Completion latency
(clat), measures end-to-end kernel latency. The industry-accepted method is
to read clat percentiles in the 99.00th range.

Run FIO to measure the latency of the local NVMe device on the target
server. Issue the following command:

# fio --filename=/dev/nvmeOnl --direct=1 --time_ based
--rw=randread --refill buffers --norandommap --randrepeat=0
--ioengine=libaio --bs=4k --iodepth=1 --numjobs=1
--runtime=60 --group_ reporting --name=temp.out

The total latency that results from the use of NVMe-oF is the difference
between the initiator device NVMe-oF latency and the target device
NVMe-oF latency.
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4.  Run FIO to measure bandwidth of the local NVMe device on the target
server. Issue the following command:

fio --verify=crc32 --do_verify=1 --bs=8k --numjobs=1
--iodepth=32 --loops=1 --ioengine=libaio --direct=1
--invalidate=1 --fsync_on_ close=1 --randrepeat=1
--norandommap --time based --runtime=60
--filename=/dev/nvmeOnl --name=Write-BW-to-NVMe-Device
--rw=randwrite

Where --rw can be randread forreads only, randwrite for writes only,
or randrw for reads and writes.

Optimizing Performance

To optimize performance on both initiator and target servers:
1. Configure the following system BIOS settings:

O Power Profiles = 'Max Performance’ or equivalent
O  ALL C-States = Disabled
U Hyperthreading = Disabled

2. Configure the Linux kernel parameters by editing the grub file
(/etc/default/grub).
a. Add parameters to end of line GRUB CMDLINE LINUX:

GRUB CMDLINE LINUX="nosoftlockup intel_ idle.max cstate=0
processor.max_cstate=1 mce=ignore_ ce idle=poll"

b. Savethe grub file.
C. Rebuild the grub file.

B Torebuild the grub file for a legacy BIOS boot, issue the
following command:

# grub2-mkconfig -o /boot/grub2/grub.cfg (Legacy BIOS boot)

[ ] To rebuild the grub file for an EFI boot, issue the following
command:

# grub2-mkconfig -o /boot/efi/EFI/<os>/grub.cfg (EFI boot)

d. Reboot the server to implement the changes.

3. Set the IRQ affinity for all 41000 Series Adapters. The
multi rss-affin.sh file is a script file that is listed in “IRQ Affinity
(multi_rss-affin.sh)” on page 259.

# systemctl stop irgbalance
# ./multi_rss-affin.sh ethl
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NOTE

A different version of this script, gedr affin.sh, isin the 41000 Linux
Source Code Package in the \add-ons\performance\roce
directory. For an explanation of the IRQ affinity settings, refer to the
multiple irgs.txt filein that directory.

4. Setthe CPU frequency. The cpufreq.sh file is a script that is listed in
“CPU Frequency (cpufreq.sh)” on page 260.

# ./cpufreq.sh

The following sections list the scripts that are used in Steps 3 and 4.

IRQ Affinity (multi_rss-affin.sh)

The following script sets the IRQ affinity.
#!/bin/bash
#RSS affinity setup script

#input: the device name (ethX)
#OFFSET=0 0/1 0/1/2 0/1/2/3

#FACTOR=1 2 3 4

OFFSET=0

FACTOR=1

LASTCPU="'cat /proc/cpuinfo | grep processor | tail -nl | cut -d":" -f2'

MAXCPUID='echo 2 $LASTCPU ~ p | dc'
OFFSET='echo 2 S$OFFSET ~ p | dc'
FACTOR='echo 2 S$SFACTOR ~ p | dc'
CPUID=1

for eth in $*; do

NUM='grep $eth /proc/interrupts | wc -1
NUM_FP=$ (($S{NUM}))

INT='grep -m 1 $eth /proc/interrupts | cut -d ":" -f 1'
echo "S$eth: ${NUM} (S${NUM FP} fast path) starting irg S${INT}"

CPUID=$ ( (CPUID*OFFSET))

for ((A=1; A<=S${NUM FP}; A=S${A}+1l)) ; do

INT='grep -m $A $eth /proc/interrupts | tail -1 | cut -4 ":"™ -f 1'
SMP='echo $CPUID 16 o p | dc'

echo ${INT} smp affinity set to ${SMP}
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echo $((${SMP})) > /proc/irq/$((${INT}))/smp affinity
CPUID=$ ( (CPUID*FACTOR) )

if [ ${CPUID} -gt ${MAXCPUID} ]; then

CPUID=1

CPUID=S ( (CPUID*OFFSET) )

fi

done

done

CPU Frequency (cpufreq.sh)
The following script sets the CPU frequency.

#Usage "./nameofscript.sh"
grep -E '"“model name|”“cpu MHz' /proc/cpuinfo
cat /sys/devices/system/cpu/cpul/cpufreq/scaling governor

for CPUFREQ in /sys/devices/system/cpu/cpu*/cpufreq/scaling governor; do [ -f
SCPUFREQ ] || continue; echo -n performance > $SCPUFREQ; done

cat /sys/devices/system/cpu/cpul/cpufreq/scaling governor

To configure the network or memory settings:

NOTE
The following commands apply only to the initiator server.

# echo 0 > /sys/block/nvmeOnl/queue/add random
# echo 2 > /sys/block/nvmeOnl/queue/nomerges

Configuring NVMe-oF on ESXi 7.0

This section provides information for configuring NVMe-oF for VMware ESXi 7.0.

Before you configure NVMe-oF for ESXi 7.0, perform the following steps:
1. Ensure that the following are installed on the VMware ESXi 7.0 system:

O  Marvell FastLinQ Adapter package
O  NIC driver
U RoCE driver

In addition, ensure that the devices are listed.

2. Enable RoCE in the NIC (qedentv) module and set the parameter num ns
to 32 in the RoCE (gedrntv) module by issuing the following commands:

[root@nvme:~] esxcfg-module -g gedentv
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gedentv enabled = 1 options = 'enable_roce=1'
[root@nvme: ~] esxcfg-module -g gedrntv
gedrntv enabled = 1 options = 'num ns=32'

To configure NVME-oF on a ESXi 7.0 system:
1.  Discover the NVMe controller:
a. Create a vSwitch and add an uplink to that vSwitch.

b.  Ensure that you have an RDMA device by issuing the following
command:

# esxcli rdma device list
c. Enable NVME fabrics by issuing the following command:
# esxcli nvme fabrics enable -p RDMA -d vmrdmaO

2. Discover and connect the target.

NOTE
Ensure that the NVMe-oF hardware target supports fused commands.

a. Discover the target by issuing the following command:
# esxcli nvme fabrics discover -a vmhbaXX -i <nvme rdma target ip>

b.  Connect the target by issuing the following command:

# esxcli nvme fabrics connect -a vmhbaXX -i <nvme rdma target ip>
-s <nvme target ngn id>

3.  Check for NVME devices by issuing the following command:

#esxcfg-scsidevs -1

Doc. No. AH0054602-00 Rev. X
January 29, 2021 Page 261 Copyright © 2021 Marvell



14 vxLAN configuration

This chapter provides instructions for:

B Configuring VXLAN in Linux

B “Configuring VXLAN in VMware” on page 264

B “Configuring VXLAN in Windows Server 2016” on page 265

Configuring VXLAN in Linux

To configure VXLAN in Linux:
1. Download, extract, and configure the openvswitch (OVS) tar ball.

a. Download the appropriate openvswitch release from the following
location:

http://www.openvswitch.org/download/

b.  Extract the tar ball by navigating to the directory where you
downloaded the openvswitch release, and then issue the following
command:

./configure;make;make install (compilation)

c.  Configure openvswitch by issuing the following commands:

modprobe -v openvswitch
export PATH=S$PATH:/usr/local/share/openvswitch/scripts
ovs-ctl start

ovs-ctl status
When running ovs-ctl status, the ovsdb-server and ovs-vswitchd
should be running with pid. For example:

[root@localhost openvswitch-2.11.1]1# ovs-ctl status
ovsdb-server is running with pid 8479

ovs-vswitchd is running with pid 8496
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2.  Create the bridge.
a. To configure Host 1, issue the following commands:

ovs-vsctl add-br br0

ovs-vsctl add-br brl

ovs-vsctl add-port br0 ethO

ifconfig ethO 0 && ifconfig br0 192.168.1.10 netmask 255.255.255.0
route add default gw 192.168.1.1 brO

ifconfig brl 10.1.2.10 netmask 255.255.255.0

ovs-vsctl add-port brl vxl -- set interface vxl type=vxlan
options:remote_ip=192.168.1.11 (peer IP address)

b.  To configure Host 2, issue the following commands:

ovs-vsctl add-br br0

ovs-vsctl add-br brl

ovs-vsctl add-port br0O ethO

ifconfig ethO 0 && ifconfig br0 192.168.1.11 netmask 255.255.255.0
route add default gw 192.168.1.1 brO

ifconfig brl 10.1.2.11 netmask 255.255.255.0

ovs-vsctl add-port brl vxl -- set interface vxl type=vxlan options:
remote ip=192.168.1.10

3.  Verify the configuration.

Run traffic between the host and peer using iperf. Ensure that the firewall
and iptables stop and clean, respectively.
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4.  Configure the bridge as a passthrough to the VMs, and then check
connectivity from the VM to the Peer.

a. Create a VM through virt-manager.

b.  As there is no option to attach bridge br1 through virt-manager,
change the xml file as follows

Issue the following command:

command: virsh edit vml

Add the following code:

<interface type='bridge'>
<source bridge='brl'/>
<virtualport type='openvswitch'>
<parameters/>

</virtualport>

<model type='virtio'/>
</interface>

C. Power up the VM and check br1 interfaces.

Ensure that br1 is in the OS. The br1l interface is named eth0, ens7;
manually configure the static IP through th network device file and
assign the same subnet IP to the peer (Host 2 VM).

Run traffic from the peer to the VM.

NOTE

You can use this procedure to test other tunnels, such as Generic Network
Virtualization Encapsulation (GENEVE) and generic routing encapsulation (GRE),
with OVS.

If you do not want to use OVS, you can continue with the legacy bridge
option brctl.

Configuring VXLAN in VMware

To configure VXLAN in VMware, follow the instructions in the following locations:

https://docs.vmware.com/en/VMware-NSX-Data-Center-for-vSphere/6.3/com.vm
ware.nsx.cross-vcenter-install.doc/GUID-49BAECC2-B800-4670-AD8C-A5292E
D6BC19.html

https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/products/n
sx/vmw-nsx-network-virtualization-design-guide.pdf
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14-VXLAN Configuration

Configuring VXLAN in Windows Server 2016

https://pubs.vmware.com/nsx-63/topic/com.vmware.nsx.troubleshooting.doc/GUI

D-EA1DB524-DD2E-4157-956E-F36BDD20CDB2.html

https://communities.vmware.com/api/core/v3/attachments/124957/data

Configuring VXLAN in Windows Server 2016

VXLAN configuration in Windows Server 2016 includes:
Enabling VXLAN Offload on the Adapter
Deploying a Software Defined Network

Enabling VXLAN Offload on the Adapter

1.
2.

3.
4.

To enable VXLAN offload on the adapter:
Open the miniport properties, and then click the Advanced tab.

On the adapter properties’ Advanced page (Figure 14-1) under Property,
select VXLAN Encapsulated Task Offload.

Qlogic FastLinQ QL41262-DE 25GbE Adapter (VBD Client) #226 Pr...
General Advanced Drver Details Everts Power Management

The following properties are available for this network adapter. Click

the property you want to change on the left, and then select its value

on the right.

Property: Value:
Recv Segment Coalescing (IPv6) A -
RSSProfile
Speed & Duplex
SR-IoV

TCP/UDP Checksum Offload (|Pv:
TCP/UDP Checksum Offload (IPwi
Transmit Buffers (0=Auto)

Vitual Machine Queues

Virtual Switch RSS

VLAN ID

VMMQ Max QPs - Default VPort
VMMQ Max QPs - Non-Default Vp
VXLAN Encapsulated Task Offloaq
VXLAN UDP destination port numk ¥

==

Set the Value to Enabled.
Click OK.

X

Figure 14-1. Advanced Properties: Enabling VXLAN
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Deploying a Software Defined Network

To take advantage of VXLAN encapsulation task offload on virtual machines, you
must deploy a Software Defined Networking (SDN) stack that utilizes a Microsoft
Network Controller.

For more details, refer to the following Microsoft TechNet link on Software Defined
Networking:

https://technet.microsoft.com/en-us/windows-server-docs/networking/sdn/
software-defined-networking--sdn-
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15 Windows Server 2016

This chapter provides the following information for Windows Server 2016:
B Configuring RoCE Interfaces with Hyper-V

B “RoCE over Switch Embedded Teaming” on page 274
B “Configuring QoS for RoCE” on page 276

B “Configuring VMMQ” on page 284

B “Configuring Storage Spaces Direct” on page 288

Configuring RoCE Interfaces with Hyper-V

In Windows Server 2016, Hyper-V with Network Direct Kernel Provider Interface
(NDKPI) Mode-2, host virtual network adapters (host virtual NICs) support RDMA.

NOTE

DCBX is required for RoCE over Hyper-V. To configure DCBX, either:

B Configure through the HIl (see “Preparing the Adapter” on page 136).
B Configure using QoS (see “Configuring QoS for RoCE” on page 276).

RoCE configuration procedures in this section include:
Creating a Hyper-V Virtual Switch with an RDMA NIC
Adding a vLAN ID to Host Virtual NIC

Verifying If RoCE is Enabled

Adding Host Virtual NICs (Virtual Ports)

Mapping the SMB Drive

Running RoCE Traffic
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Creating a Hyper-V Virtual Switch with an RDMA NIC

Follow the procedures in this section to create a Hyper-V virtual switch and then
enable RDMA in the host vNIC.

To create a Hyper-V virtual switch with an RDMA virtual NIC:

1. Onall physical interfaces, set the value of the NetworkDirect Functionality
parameter to Enabled.

Launch Hyper-V Manager.
Click Virtual Switch Manager (see Figure 15-1).

5a Virtual Switch Manager for WIN-B1IMSUU7CNO — *

& _Virtual Switches i Virtual Switch Properties
=% New virtual network switch
# s New Virtual Switch
QLogic FastLinQ QL41262-DE 2... New Virtual Switch |
# Global Network Settings
4 MAC Address Range

Name:

Notes:

Connection type
What do you want to connect this virtual switch to?

(® External network:
Qlogic FastLinQ QL41262-DE 25GbE Adapter (VBD Client) £225 v
Allow management operating system to share this network adapter
[] Enable single-root IfO virtualization (SR-I0V)

O Internal network
(O Private network

Figure 15-1. Enabling RDMA in Host Virtual NIC

Create a virtual switch.

Select the Allow management operating system to share this network
adapter check box.

In Windows Server 2016, a new parameter—Network Direct (RDMA)—is added in
the Host virtual NIC.

To enable RDMA in a host virtual NIC:
1. Open the Hyper-V Virtual Ethernet Adapter Properties window.
2. Click the Advanced tab.
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3.  On the Advanced page (Figure 15-2):
a. Under Property, select Network Direct (RDMA).
b.  Under Value, select Enabled.
c. Click OK.

Hyper-y Wirtual Ethernet &dapter Properties d

General Advanced  Diiver  Detals  Events

The following properties are available for thiz network, adapter, Click
the property you want to change on the left, and then zelect itz value

on the right.
Property: Wallue:
IPSec Offload ~ Enahled v
P4 Checksum Offload
Jurbo Packet
Large Send Offload Vergion 2 (1P
Large Send Offload Yersion 2 (IPv
MNetwork Address

Metwork Direct [RDMA)

Mo Description

Mo Description

Mo Description

Receive Side Scaling

TCF Checkzum Offload [IPw4)

TCP Checksun Offload [IPvE]

UDP Checksum Offload [IPwd] A

Carcel

Figure 15-2. Hyper-V Virtual Ethernet Adapter Properties

4.  To enable RDMA through PowerShell, issue the following Windows
PowerShell command:

PS C:\Users\Administrator> Enable-NetAdapterRdma "vEthernet
(New Virtual Switch)"

PS C:\Users\Administrator>

Adding a vLAN ID to Host Virtual NIC
To add a vLAN ID to a host virtual NIC:

1. To find the host virtual NIC name, issue the following Windows PowerShell
command:

PS C:\Users\Administrator> Get-VMNetworkAdapter -ManagementOS
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Figure 15-3 shows the command output.

“Administr

Switch True

Figure 15-3. Windows PowerShell Command: Get-VMNetworkAdapter

2. To setthe vLAN ID to the host virtual NIC, issue the following Windows
PowerShell command:

PS C:\Users\Administrator> Set-VMNetworkAdaptervlan
-VMNetworkAdapterName "New Virtual Switch" -V1lanId 5 -Access
-ManagementOS

NOTE

Note the following about adding a vLAN ID to a host virtual NIC:

B AvVLAN ID must be assigned to a host virtual NIC. The same vLAN
ID must be assigned to ports on the switch.

B Make sure that the vLAN ID is not assigned to the physical
interface when using a host virtual NIC for RoCE.

B [f you are creating more than one host virtual NIC, you can assign
a different vLAN to each host virtual NIC.

Verifying If RoCE is Enabled
To verify if the RoCE is enabled:

u Issue the following Windows PowerShell command:

Get-NetAdapterRdma

Command output lists the RDMA supported adapters as shown in
Figure 15-4.

MName Tter Enabled

wEthernet (Mew Yirtual... Hyper-% Virtual Ethernet Adapter

Figure 15-4. Windows PowerShell Command: Get-NetAdapterRdma
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Adding Host Virtual NICs (Virtual Ports)
To add host virtual NICs:

1. To add a host virtual NIC, issue the following command:

Add-VMNetworkAdapter -SwitchName "New Virtual Switch" -Name
SMB - ManagementOS

2. Enable RDMA on host virtual NICs as shown in “To enable RDMA in a host
virtual NIC:” on page 268.

3. Toassign a vLAN ID to the virtual port, issue the following command:

Set-VMNetworkAdapterVlan -VMNetworkAdapterName SMB -VlanId 5
-Access -ManagementOS

Mapping the SMB Drive

The following sections describe how to map a system management bus (SMB)
drive in IPv4 and IPv6 environments.

IPv4 Network Drive Mapping

To use IPv4 addresses for RoCE v2 (or iWARP) on SMB-Direct or Storage
Spaces Direct:

1.  Inthe Windows Networking Ethernet Properties, assign Servers Aand B
IPv4 address as follows:

a. Server A, port 1 IPv4 address: 192.168.10.10
b. Server B, port 1 IPv4 address: 192.168.10.20
Ping from Server A to Server B using the IPv4 address in Step 1.

Map a network drive on Server A from Server B using the IPv4 address and
created shared drive instance, for example:

HYPERLINK “file://192.168.10.20/share1"\\192.168.10.20\share1)

4.  Start DiskSpd or another test application and view the RDMA statistics in
Windows Perfmon.

IPv6 Network Drive Mapping

To use IPv6 addresses for RoCE v2 (or iWARP) on SMB-Direct or Storage Spaces
Direct, use the host names instead of the IPv6 address when pinging or mapping
the drive (for example, when you are using static IPv6 addresses on both the
initiator and target servers (such as when there is no DNS server in your test
setup)).
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To use IPv6 addresses for RoCE v2 (or iWARP) on SMB-Direct or Storage
Spaces Direct:

1.

In the Windows Networking Ethernet Properties, assign Servers A and B
IPv6 addresses as follows:

a. Server A, port 1, IPv6 address: be10::30
b. Server B, port 1, IPv6 address: be10::40

On Server A, add the IPv6 and other Server B's name to the entry in the
Windows OS hosts file:

be10::40 serverb.sc.marvell.com

On Server B, add the IPv6 and other Server A’s name to the entry in the
Windows OS hosts file:

be10::30 servera.sc.marvell.com
Ping to Server A between Server B using the host name.

When issuing a ping server command, note that it uses the configured IPv6
address (be10::40).

Create a shared drive on Server B, for example, share1.

Map a network drive on Server A from Server B using the host name and
created shared drive instance, for example:

HYPERLINK "file://serverb/share1"\\serverb\share1)

Start DiskSpd or another test application and view the RDMA statistics in
Windows Perfmon.

Running RoCE Traffic
To run the RoCE traffic:

1.
2.

January 29, 2021

Launch the Performance Monitor (Perfmon).

Complete the Add Counters dialog box (Figure 15-5) as follows:
a. Under Available counters, select RDMA Activity.

b. Under Instances of selected object, select the adapter.
c. Click Add.
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Add Counters

l Avalable counters Added counters
|
Select from computer:
=t = Counter Parent Inst... Computer
<Local computer > . ——
: O RDMA Activity
5 HyD...
Processor Perfformance v B Ly
RAS v
RAS Port w
RAS Total w
RDMA Actrvity -
Redirector ~
ReFS v
Darnsta Narktan Cansertins Brnkar Dadinsts B
Instances of sslacted objact:
<Al nstances >
Hyper -V Virtual Ethemet Adapter
Qlogc Fastling QL41262-DE 25GbE Adapter (VBD Chent) #225
< »
Add >>
[Jshow descaription =

Figure 15-5. Add Counters Dialog Box

If the RoCE traffic is running, counters appear as shown in Figure 15-6.

®
@‘.‘ File  Action Miew “¥indow Help
e | nE E= B

(%) Pz_arformance 5 - | ,f& b4 | B H |:| | ] |
w g Monitoring Tools
B8 Performance Monitor \AWIN-24RVEEK4ENF
2 Dats Collector Sets RDMA Activity Hyper-¥ Yirtual Ethernet Adapter
@ Reports RDMA Accepted Connections Q.000
RDMA Active Connections 2.000
RDMA Completion Queue Errors 0.000
RDMA Connection Errors 0.000
RDMA Failed Connection Attempts 0.000
RDMA Inbound Bytesfsec 262,906,846.037
RDMA Inbound Framesfsec 81,763.860
RDMA Initiated Connections 2,000
RDMA Outbound Bytesfsec 289,372,3%4.314
RDMA Outbound Framesfsec 86,084,609

Figure 15-6. Performance Monitor Shows RoCE Traffic
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Using IPv6 Addressing for RoCE (and iWARP) on SMB
Direct/S2D

To use IPv6 addresses with RoCEv2 (or iWARP) on SMB Direct or Storage
Spaces Direct (S2D), use the host names instead of the IPv6 address when
pinging or mapping the drive.

For example, when using static IPv6 addresses on both the initiator and
target servers (such as when there is no DNS server in your test setup),
perform the following steps:

1.  Server A, port 1: assign the IPv6 address in Windows Networking Ethernet
Properties:

bell::30

2.  Server B, port 1: assign the IPv6 address in Windows Networking Ethernet
Properties:

belO::40

3. On Server A, add the IPv6 and other Server B's name to the entry in the
Windows OS hosts file:

belO::40 serverb.sc.marvell.com

4, On Server B, add the IPv6 and other Server A’s name to the entry in the
Windows OS hosts file:

bell::30 servera.sc.marvell.com

5.  Ping from Server A to Server B (and visa versa), using the host name (ping
serverb).

You should see that it uses the configured IPv6 address for Server B
(be10::40).

6. Map a network drive on Server A to Server B using the host name and
created storage drive instance (such as \\serverb\ram disk 1).

7.  Start sqlio (or DiskSpd, IOMeter, or another test application) and observe the
RDMA stats in Windows Perfmon.

RoCE over Switch Embedded Teaming

Switch Embedded Teaming (SET) is Microsoft’s alternative NIC teaming solution
available to use in environments that include Hyper-V and the Software Defined
Networking (SDN) stack in Windows Server 2016 Technical Preview. SET
integrates limited NIC Teaming functionality into the Hyper-V Virtual Switch.
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Use SET to group between one and eight physical Ethernet network adapters into
one or more software-based virtual network adapters. These adapters provide
fast performance and fault tolerance if a network adapter failure occurs. To be
placed on a team, SET member network adapters must all be installed in the
same physical Hyper-V host.

RoCE over SET procedures included in this section:

Creating a Hyper-V Virtual Switch with SET and RDMA Virtual NICs
Enabling RDMA on SET

B Assigning a vVLAN ID on SET

B Running RDMA Traffic on SET

Creating a Hyper-V Virtual Switch with SET and RDMA
Virtual NICs

To create a Hyper-V virtual switch with SET and RDMA virtual NICs:

[ | To create SET, issue the following Windows PowerShell command:

PS C:\Users\Administrator> New-VMSwitch -Name SET
-NetAdapterName "Ethernet 2","Ethernet 3"
-EnableEmbeddedTeaming $true

Figure 15-7 shows command output.

SAadministrators New-VYMSwitch

Figure 15-7. Windows PowerShell Command: New-VMSwitch

Enabling RDMA on SET
To enable RDMA on SET:

1.  Toview SET on the adapter, issue the following Windows PowerShell
command:

PS C:\Users\Administrator> Get-NetAdapter "vEthernet (SET)"

Figure 15-8 shows command output.

“WsershAdministrators Get

Interface

v Ethernet (SET) 4 1 Ethernet Adapter

Figure 15-8. Windows PowerShell Command: Get-NetAdapter
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2.  To enable RDMA on SET, issue the following Windows PowerShell
command:

PS C:\Users\Administrator> Enable-NetAdapterRdma "vEthernet
(SET) "

Assigning a VLAN ID on SET
To assign a vLAN ID on SET:

B To assign a vLAN ID on SET, issue the following Windows PowerShell
command:

PS C:\Users\Administrator> Set-VMNetworkAdapterVlan
-VMNetworkAdapterName "SET" -VlanId 5 -Access -ManagementOS

NOTE

Note the following when adding a vLAN ID to a host virtual NIC:

B Make sure that the vLAN ID is not assigned to the physical Interface
when using a host virtual NIC for RoCE.

B If you are creating more than one host virtual NIC, a different vLAN can
be assigned to each host virtual NIC.

Running RDMA Traffic on SET
For information about running RDMA traffic on SET, go to:

https://technet.microsoft.com/en-us/library/mt403349.aspx

Configuring QoS for RoCE

The two methods of configuring quality of service (QoS) include:
B Configuring QoS by Disabling DCBX on the Adapter
B Configuring QoS by Enabling DCBX on the Adapter

Configuring QoS by Disabling DCBX on the Adapter

All configuration must be completed on all of the systems in use before
configuring QoS by disabling DCBX on the adapter. The priority-based flow
control (PFC), enhanced transition services (ETS), and traffic classes
configuration must be the same on the switch and server.

To configure QoS by disabling DCBX:
1. Using UEFI HIl, disable DCBX on the adapter port.
2. Using UEFI HIl, set the RoCE Priority to 0 on the adapter port.
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6.

To install the DCB role in the host, issue the following Windows PowerShell

command:

PS C:\Users\Administrators> Install-WindowsFeature

Data-Center-Bridging

To set the DCBX Willing mode to False, issue the following Windows

PowerShell command:

PS C:\Users\Administrators> set-NetQosDcbxSetting -Willing 0

Enable QoS in the miniport as follows:

a.  Open the miniport Properties, and then click the Advanced tab.

b.  On the adapter properties’ Advanced page (Figure 15-9) under
Property, select Quality of Service, and then set the value to

Enabled.
c. Click OK.

Qlegic FastLinQ QL41262-DE 25GbE Adapter (VBD Client) #225 Pr...

General Advanced Drver Details Events Power Managemert

The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value

on the right.

Property: Value:
Large Send Offioad V2 (IPv6) A Enabled ~|
Link control
Locally Administered Address

Maximum Number of RSS Queues
Network Direct Functionality
NetworkDirect Mtu Size

NUMA node 1D

NVGRE Encapsulated Task Offloa
Priority & VLAN

RDMA Max QPs Number

RDMA Mode

Receive Buffers (D=Auto)

Receive Side Scaling v

Cancel

X

Figure 15-9. Advanced Properties: Enable QoS

Assign the vLAN ID to the interface as follows:

a.  Open the miniport properties, and then click the Advanced tab.

b.  On the adapter properties’ Advanced page (Figure 15-10) under

Property, select VLAN ID, and then set the value.

January 29, 2021

Page 277

Doc. No. AH0054602-00 Rev. X
Copyright © 2021 Marvell



15-Windows Server 2016
Configuring QoS for RoCE

c. Click OK.

NOTE
The preceding step is required for priority flow control (PFC).

Qlogic FastLinQ QL41262-DE 25GbE Adapter (VBD Client) #225Pr... X

General Advanced Drver Details Events Power Managemert

The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value
on the right.

Property: Value:

Recv Segment Coalescing (IPvE) 5
RSSProfile

Speed & Duplex

SR-IOV

TCP/UDP Checksum Offload (|Pv«
TCP/UDP Checksum Offload (IPw!
Tranemit Buffers (0=Auto)

Virtual Machine Queues

Vitual Switch RSS

VLAN ID

VMMQ Max QPs - Default VPort
VMMQ Max QPs - Non-Default Vit
VXLAN Encapsulated Task Offloac
VXLAN UDP destination port numk ¥

ad

Cancel

Figure 15-10. Advanced Properties: Setting VLAN ID

7. To enable PFC for RoCE on a specific priority, issue the following command:

PS C:\Users\Administrators> Enable-NetQoSFlowControl
-Priority 5

NOTE

If configuring RoCE over Hyper-V, do not assign a vLAN ID to the
physical interface.

8.  To disable priority flow control on any other priority, issue the following
commands:
PS C:\Users\Administrator> Disable-NetQosFlowControl 0,1,2,3,4,6,7
PS C:\Users\Administrator> Get-NetQosFlowControl
Priority Enabled PolicySet IfIndex IfAlias
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False
False
False
False
False
True

False

~ o U W NP O

False

9.

PS C:\Users\Administrators> New-NetQosPolicy "SMB"

Global
Global
Global
Global
Global
Global
Global
Global

To configure QoS and assign relevant priority to each type of traffic, issue
the following commands (where Priority 5 is tagged for RoCE and Priority O

is tagged for TCP):

-NetDirectPortMatchCondition 445 -PriorityValue802lAction 5 -PolicyStore

ActiveStore

PS C:\Users\Administrators> New-NetQosPolicy "TCP" -IPProtocolMatchCondition

TCP -PriorityValue8021Action 0 -Policystore ActiveStore

PS C:\Users\Administrator> Get-NetQosPolicy -PolicyStore activestore

Name

Owner
NetworkProfile
Precedence
JobObject
IPProtocol

PriorityValue

Name

Owner
NetworkProfile
Precedence
JobObject
NetDirectPort

PriorityValue

10.

PS C:\Users\Administrators> New-NetQosTrafficClass -name "RDMA class"
-priority 5 -bandwidthPercentage 50 -Algorithm ETS

tcp
PowerShell / WMI
All
127

TCP
0

smb
PowerShell / WMI
All
127

445
5

To configure ETS for all traffic classes defined in the previous step, issue the

following commands:
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PS C:\Users\Administrators> New-NetQosTrafficClass -name "TCP class" -priority
0 -bandwidthPercentage 30 -Algorithm ETS

PS C:\Users\Administrator> Get-NetQosTrafficClass

Name Algorithm Bandwidth (%) Priority PolicySet IfIndex IfAlias
[Default] ETS 20 1-4,6-7 Global
RDMA class ETS 50 5 Global
TCP class ETS 30 0 Global

11. To see the network adapter QoS from the preceding configuration, issue the
following Windows PowerShell command:

PS C:\Users\Administrator> Get-NetAdapterQos

Name : SLOT 4 Port 1
Enabled : True
Capabilities : Hardware Current
MacSecBypass : NotSupported NotSupported
DcbxSupport : None None
NumTCs (Max/ETS/PFC) : 4/4/4 4/4/4
OperationalTrafficClasses : TC TSA Bandwidth Priorities
0 ETS 20% 1-4,6-7
1 ETS 50% 5
2 ETS 30% 0
OperationalFlowControl : Priority 5 Enabled
OperationalClassifications : Protocol Port/Type Priority
Default
NetDirect 445 5

12. Create a startup script to make the settings persistent across the system
reboots.

13. Run RDMA traffic and verify as described in “RoCE Configuration” on
page 134.
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Configuring QoS by Enabling DCBX on the Adapter

All configuration must be completed on all of the systems in use. The PFC, ETS,
and traffic classes configuration must be the same on the switch and server.

To configure QoS by enabling DCBX:
1. Using UEFI HIl, enable DCBX (IEEE, CEE, or Dynamic) on the adapter port.
2. Using UEFI HIl, set the RoCE Priority to 0 on the adapter port.

NOTE

If the switch is not a RoCE traffic class type, set the RoCE Priority to
the RoCE DCBX traffic class priority number used by the switch.

Arista® switches can do so, but some other switches cannot.

3. Toinstall the DCB role in the host, issue the following Windows PowerShell
command:

PS C:\Users\Administrators> Install-WindowsFeature
Data-Center-Bridging

NOTE
For this configuration, set the DCBX Protocol to CEE.

4.  To set the DCBX Willing mode to True, issue the following command:
PS C:\Users\Administrators> set-NetQosDcbxSetting -Willing 1
5.  Enable QoS in the miniport properties as follows:

a.  On the adapter properties’ Advanced page (Figure 15-11) under
Property, select Quality of Service, and then set the value to
Enabled.

b.  Click OK.

Doc. No. AH0054602-00 Rev. X
January 29, 2021 Page 281 Copyright © 2021 Marvell



15-Windows Server 2016
Configuring QoS for RoCE

QOlogic FastLinQ QL41262-DE 25GbE Adapter (VBD Client) #225 Pr...
General Advanced Drver Details Everts Power Management

The following properties are available for this network adapter. Click

the property you want to change on the left, and then select its value

on the right.

Property: Value:
Large Send Offioad V2 (IPv6) A Enabled -
Link control
Locally Administered Address

Maximum Mumber of RSS Queues
Network Direct Functionality
Network Direct Mtu Size

NUMA node ID

NVGRE Encapsulated Task Offloa

Priority & VLAN
RDMA Max QPs Number
RDMA Mode
Receive Buffers (0=Auto)
Receive Side Scaling v

s

X

Figure 15-11. Advanced Properties: Enabling QoS

6.  Assign the vLAN ID to the interface (required for PFC) as follows:

a.
b.

Open the miniport properties, and then click the Advanced tab.

On the adapter properties’ Advanced page (Figure 15-12) under

Property, select VLAN ID, and then set the value.

Click OK.
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QLogic FastLinQ QL41262-DE 25GbE Adapter (VBD Client) #225Pr... X

General Advanced Drver Details Events Power Management

The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value

on the right.
Property: Value:

Recv Segment Coalescing (IPvB) A 5
RSSProfile

Speed & Duplex

SR-I0V

TCP/UDP Checksum Offload (IPv:
TCP/UDP Checksum Offload (IPwi
Transmit Buffers (0=Auto)

Virtual Machine Queues

Virtual Switch RSS

VMMQ Max QPs - Default VPort
VMMQ Max QPs - Non-Default Vpe
VALAN Encapsulated Task Offloac
WVXLAN UDP destination port numk ¥

Lol

Cancel

Figure 15-12. Advanced Properties: Setting VLAN ID

7. To configure the switch, issue the following Windows PowerShell command:

PS C:\Users\Administrators> Get-NetAdapterQoS

Name Ethernet 5
Enabled True
Capabilities
MacSecBypass
DcbxSupport

NumTCs (Max/ETS/PFC)

OperationalTrafficClasses TC TSA Bandwidth
0 ETS 5%
1 ETS 95%

OperationalFlowControl Priority 5 Enabled

Hardware Current

NotSupported NotSupported

CEE CEE
4/4/4 4/4/4
Priorities
0-4,6-7
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OperationalClassifications : Protocol Port/Type Priority
NetDirect 445 5
RemoteTrafficClasses : TC TSA Bandwidth Priorities
0 ETS 5% 0-4,6-7
1 ETS 95% 5
RemoteFlowControl : Priority 5 Enabled
RemoteClassifications : Protocol Port/Type Priority
NetDirect 445 5

NOTE

The preceding example is taken when the adapter port is connected to an
Arista 7060X switch. In this example, the switch PFC is enabled on

Priority 5. RoCE App TLVs are defined. The two traffic classes are defined
as TCO and TC1, where TC1 is defined for RoCE. DCBX Protocol mode is
set to CEE. For Arista switch configuration, refer to “Preparing the Ethernet
Switch” on page 136°“. When the adapter is in Willing mode, it accepts
Remote Configuration and shows it as Operational Parameters.

Configuring VMMQ

Virtual machine multiqueue (VMMQ) configuration information includes:
Enabling VMMQ on the Adapter

Creating a Virtual Machine Switch with or Without SR-IOV

Enabling VMMQ on the Virtual Machine Switch

Getting the Virtual Machine Switch Capability

Creating a VM and Enabling VMMQ on VMNetworkAdapters in the VM
Enabling and Disabling VMMQ on a Management NIC

Monitoring Traffic Statistics
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Enabling VMMQ on the Adapter
To enable VMMQ on the adapter:

1. Open the miniport properties, and then click the Advanced tab.

2. On the adapter properties’ Advanced page (Figure 15-13) under Property,
select Virtual Switch RSS, and then set the value to Enabled.

3. Click OK.

Qlogic FastLinQ QL41262-DE 25GbE Adapter (VBD Client) #225 Pr...

General Advanced Drver Detalls Everts Power Management

The following properties are available for this network adapter. Click

the property you want to change on the left, and then select its value
on the right.

Property: Value:

Recv Segment Coalescing (IPv6) A |ﬂ
RSSPrefile

Speed & Duplex

SR-I0V

TCP/UDP Checksum Offload (IPv«
TCP/UDP Checksum Offload (IPw!
Transmit Buffers (0=Auto)

Virtual Machine Queues

Vitual Switch RSS

VLAN ID

VMMQ Max QPs - Default VPort
VMMQ Max QPs - Non-Default Vipo
VXLAN Encapsulated Task Offloac
VXLAN UDP destination port numk ¥

=

X

Figure 15-13. Advanced Properties: Enabling Virtual Switch RSS
Creating a Virtual Machine Switch with or Without SR-IOV

To create a virtual machine switch with or without SR-IOV:

1. Launch the Hyper-V Manager.

Select Virtual Switch Manager (see Figure 15-14).

2
3. Inthe Name box, type a name for the virtual switch.
4

Under Connection type:

a.
b.

Click External network.

Select the Allow management operating system to share this

network adapter check box.
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&3 Virtual Switch Manager for WIN-B1IM5UUTCNO -

R Virtual Switches
=2 New virtual network switch

8. g

R Global Network Settings
& MAC Address Range

00-15-5D-29-82-00 to 00-15-5D-2..

ot Virtual Switch Properties

Connection type
What do you want to connect this virtual switch to?

(® External network:

QLogic FastLinQ QL41262-DE 25GbE Adapter (VBD Client) £225 v

] Allow management operating system to share this network adapter

VLAN ID
[[] Enable virtual LAN identification for management operating system

r

Remove

o SR-IOV can only be configured when the virtual switch is created. An external
virtual switch with SR-I0V enabled cannot be converted to an internal or private
switch,

[ o 1]

Cancel

Figure 15-14. Virtual Switch Manager

5.  Click OK.

Enabling VMMQ on the Virtual Machine Switch

To enable VMMQ on the virtual machine switch:

| Issue the following Windows PowerShell command:

PS C:\Users\Administrators> Set-VMSwitch -name gl
-defaultqueuevmmgenabled $true -defaultqueuevmmgqueuepairs 4
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Getting the Virtual Machine Switch Capability

To get the virtual machine switch capability:
| Issue the following Windows PowerShell command:

PS C:\Users\Administrator> Get-VMSwitch -Name ql | fl

Figure 15-15 shows example output.
s\Administrator> G

4dffsda3-f8bc-4146-a809-elddc6ad4f7a

Extensions : {Micr \ ws Filtering Platform, Microsoft Azure VFP Switch Extension,
apture}

BandwidthReservationMode

PacketDirectEnabled

EmbeddedTeamingEnabled

IovEnabled

SwitchType

ATl ow agement0S 4

NetAdapterInterfaceDescrigtion : QlLog s nQ Q 2 DE 25GbE Adapter BD Client) #

NetAdapterInter TareDarcr1k‘1nn1 : 4 g s ) Q 262-DE 25GbE Adapte VBD Client)

TovSupport :

I

ec
AAllocated

NumbervmgAllocated
TovQueuePairCount
euePairsInUse
rtualFunctionCount
ionsInUse

nabledRequested
sEnabled

mqEnabledRequested
mqEnabled

IsDeleted

Figure 15-15. Windows PowerShell Command: Get-VMSwitch

Creating a VM and Enabling VMMQ on VMNetworkAdapters
in the VM

To create a virtual machine (VM) and enable VMMQ on VMNetworksadapters
in the VM:

1.  Create a VM.
2.  Add the VMNetworkadapter to the VM.
3.  Assign a virtual switch to the VMNetworkadapter.
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4. To enable VMMQ on the VM, issue the following Windows PowerShell
command:

PS C:\Users\Administrators> set-vmnetworkadapter -vmname vml
-VMNetworkAdapterName "network adapter" -vmmgenabled $true
-vmmgqueuepairs 4

Enabling and Disabling VMMQ on a Management NIC

To enable or disable VMMQ on a management NIC:
B To enable VMMQ on a management NIC, issue the following command:

PS C:\Users\Administrator> Set-VMNetworkAdapter —ManagementOS
-vmmgEnabled $true

B To disable VMMQ on a management NIC, issue the following command:

PS C:\Users\Administrator> Set-VMNetworkAdapter -ManagementOS
-vmmgEnabled $false

A VMMQ will also be available for the multicast open shortest path first
(MOSPF).

Monitoring Traffic Statistics

To monitor virtual function traffic in a virtual machine, issue the following Windows
PowerShell command:

PS C:\Users\Administrator> Get-NetAdapterStatistics | fl

NOTE

Marvell supports the new parameter added for Windows Server 2016 and
Windows Server 2019/Azure Stack HCI to configure the maximum quantity
of queue pairs on a virtual port. For details, see “Max Queue Pairs (L2) Per
VPort” on page 298.

Configuring Storage Spaces Direct

Windows Server 2016 introduces Storage Spaces Direct, which allows you to
build highly available and scalable storage systems with local storage. For more
information, refer to the following Microsoft TechNet link:

https://technet.microsoft.com/en-us/windows-server-docs/storage/storage-spaces
/storage-spaces-direct-windows-server-2016
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Configuring the Hardware

Figure 15-16 shows an example of hardware configuration on Windows Server
2016.

Mgmt Network )
R oo 1

Figure 15-16. Example Hardware Configuration

NOTE

The disks used in this example are 4 x 400G NVMe™, and 12 x 200G SSD
disks.

Deploying a Hyper-Converged System

This section includes instructions to install and configure the components of a
Hyper-Converged system using the Windows Server 2016. The act of deploying a
Hyper-Converged system can be divided into the following three high-level
phases:

B Deploying the Operating System
B Configuring the Network
B Configuring Storage Spaces Direct
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Deploying the Operating System

To deploy the operating systems:

1. Install the operating system.
2. Install the Windows Server roles (Hyper-V).
3. Install the following features:

Q  Failover
d  Cluster
U4  Data center bridging (DCB)

4, Connect the nodes to a domain and add domain accounts.

Configuring the Network

To deploy Storage Spaces Direct, the Hyper-V switch must be deployed with
RDMA-enabled host virtual NICs.

NOTE
The following procedure assumes that there are four RDMA NIC ports.

To configure the network on each server:
1.  Configure the physical network switch as follows:

a. Connect all adapter NICs to the switch port.

NOTE

If your test adapter has more than one NIC port, you must
connect both ports to the same switch.

b.  Enable the switch port and make sure that:

B The switch port supports switch-independent teaming mode.
B The switch port is part of multiple vLAN networks.

Example Dell switch configuration:

no ip address
mtu 9416
portmode hybrid
switchport
dcb-map roce S2D
protocol 1ldp
dcbx version cee

no shutdown
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2.  Enable Network Quality of Service.

NOTE

Network Quality of Service is used to ensure that the Software Defined
Storage system has enough bandwidth to communicate between the
nodes to ensure resiliency and performance. To configure QoS on the
adapter, see “Configuring QoS for RoCE” on page 276.

3.  Create a Hyper-V virtual switch with Switch Embedded Teaming (SET) and
RDMA virtual NIC as follows:

a. To identify the network adapters, issue the following command:

Get-NetAdapter | FT
Name, InterfaceDescription, Status,LinkSpeed

b.  To create a virtual switch connected to all of the physical network
adapters, and to then enable SET, issue the following command:

New-VMSwitch -Name SETswitch -NetAdapterName
"<portl>", "<port2>","<port3>", "<portd>"
-EnableEmbeddedTeaming $true

C. To add host virtual NICs to the virtual switch, issue the following
commands:

Add-VMNetworkAdapter -SwitchName SETswitch -Name SMB 1
-managementOS

Add-VMNetworkAdapter -SwitchName SETswitch -Name SMB 2
—-managementOS

NOTE

The preceding commands configure the virtual NIC from the
virtual switch that you just configured for the management
operating system to use.

d.  To configure the host virtual NIC to use a vLAN, issue the following
commands:

Set-VMNetworkAdapterVlan -VMNetworkAdapterName "SMB 1"
-VlanId 5 -Access -ManagementOS

Set-VMNetworkAdapterVlan -VMNetworkAdapterName "SMB 2"
-VlanId 5 -Access -ManagementOS

NOTE
These commands can be on the same or different vLANS.

Doc. No. AH0054602-00 Rev. X
January 29, 2021 Page 291 Copyright © 2021 Marvell



15-Windows Server 2016
Configuring Storage Spaces Direct

e. To verify that the vLAN ID is set, issue the following command:

Get-VMNetworkAdapterVlan -ManagementOS

f. To disable and enable each host virtual NIC adapter so that the vLAN
is active, issue the following commands:

Disable-NetAdapter "vEthernet (SMB_1)"
Enable-NetAdapter "vEthernet (SMB_1)"
Disable-NetAdapter "vEthernet (SMB_2)"
Enable-NetAdapter "vEthernet (SMB_2)"

g. To enable RDMA on the host virtual NIC adapters, issue the following
command:

Enable-NetAdapterRdma "SMB1",6 "SMB2"
h.  To verify RDMA capabilities, issue the following command:

Get-SmbClientNetworkInterface | where RdmaCapable -EQ
Strue

Configuring Storage Spaces Direct

Configuring Storage Spaces Direct in Windows Server 2016 includes the following
steps:

Step 1. Running a Cluster Validation Tool

Step 2. Creating a Cluster

Step 3. Configuring a Cluster Witness

Step 4. Cleaning Disks Used for Storage Spaces Direct
Step 5. Enabling Storage Spaces Direct

Step 6. Creating Virtual Disks

Step 7. Creating or Deploying Virtual Machines

Step 1. Running a Cluster Validation Tool

Run the cluster validation tool to make sure server nodes are configured correctly
to create a cluster using Storage Spaces Direct.

To validate a set of servers for use as a Storage Spaces Direct cluster, issue the
following Windows PowerShell command:

Test-Cluster -Node <MachineNamel, MachineName2, MachineName3,
MachineName4> -Include "Storage Spaces Direct", Inventory,
Network, "System Configuration"
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Step 2. Creating a Cluster

Create a cluster with the four nodes (which was validated for cluster creation) in
Step 1. Running a Cluster Validation Tool.

To create a cluster, issue the following Windows PowerShell command:

New-Cluster -Name <ClusterName> -Node <MachineNamel, MachineName2,
MachineName3, MachineName4> -NoStorage

The -Nostorage parameter is required. If it is not included, the disks are
automatically added to the cluster, and you must remove them before enabling
Storage Spaces Direct. Otherwise, they will not be included in the Storage Spaces
Direct storage pool.

Step 3. Configuring a Cluster Witness

You should configure a witness for the cluster, so that this four-node system can
withstand two nodes failing or being offline. With these systems, you can
configure file share witness or cloud witness.

For more information, go to:
https://docs.microsoft.com/en-us/windows-server/failover-clustering/manage-clust
er-quorum

Step 4. Cleaning Disks Used for Storage Spaces Direct

The disks intended to be used for Storage Spaces Direct must be empty and
without partitions or other data. If a disk has partitions or other data, it will not be
included in the Storage Spaces Direct system.

The following Windows PowerShell command can be placed in a Windows
PowerShell script (. ps1) file and executed from the management system in an
open Windows PowerShell (or Windows PowerShell ISE) console with
Administrator privileges.

NOTE

Running this script helps identify the disks on each node that can be used
for Storage Spaces Direct. It also removes all data and partitions from those
disks.

icm (Get-Cluster -Name HCNanoUSClu3 | Get-ClusterNode) ({
Update-StorageProviderCache

Get-StoragePool |? IsPrimordial -eq $false | Set-StoragePool
-IsReadOnly:$false -ErrorAction SilentlyContinue

Get-StoragePool |? IsPrimordial -eq $false | Get-VirtualDisk |
Remove-VirtualDisk -Confirm:$false -ErrorAction SilentlyContinue
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Get-StoragePool |? IsPrimordial -eq $false | Remove-StoragePool
-Confirm:$false -ErrorAction SilentlyContinue

Get-PhysicalDisk | Reset-PhysicalDisk -ErrorAction
SilentlyContinue

Get-Disk |? Number -ne $null |? IsBoot -ne S$true |? IsSystem -ne
Strue |? PartitionStyle -ne RAW [|% {

$ | Set-Disk -isoffline:Sfalse

$ | Set-Disk -isreadonly:$false

$ | Clear-Disk —-RemoveData -RemoveOEM -Confirm:$false
$ | Set-Disk -isreadonly:S$true

$ | Set-Disk -isoffline:Strue

}

Get-Disk |? Number -ne $null |? IsBoot -ne Strue |? IsSystem -ne
Strue |? PartitionStyle -eq RAW | Group -NoElement -Property
FriendlyName

} | Sort -Property PsComputerName,Count

Step 5. Enabling Storage Spaces Direct

After creating the cluster, issue the Enable-Clusters2p Windows PowerShell
cmdlet. The cmdlet places the storage system into the Storage Spaces Direct
mode and automatically does the following:

B Creates a single, large pool that has a name such as S2D on Cluster1.

B Configures a Storage Spaces Direct cache. If there is more than one media
type available for Storage Spaces Direct use, it configures the most efficient
type as cache devices (in most cases, read and write).

B Creates two tiers—Capacity and Performance—as default tiers. The
cmdlet analyzes the devices and configures each tier with the mix of device
types and resiliency.

Step 6. Creating Virtual Disks

If the Storage Spaces Direct was enabled, it creates a single pool using all of the
disks. It also names the pool (for example S2D on Cluster1), with the name of the
cluster that is specified in the name.

The following Windows PowerShell command creates a virtual disk with both
mirror and parity resiliency on the storage pool:

New-Volume -StoragePoolFriendlyName "S2D*" -FriendlyName
<VirtualDiskName> -FileSystem CSVFS ReFS -StorageTierfriendlyNames
Capacity,Performance -StorageTierSizes <Size of capacity tier in
size units, example: 800GB>, <Size of Performance tier in size
units, example: 80GB> -CimSession <ClusterName>
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Step 7. Creating or Deploying Virtual Machines

You can provision the virtual machines onto the nodes of the hyper-converged
S2D cluster. Store the virtual machine’s files on the system’s Cluster Shared
Volume (CSV) namespace (for example, c:\ClusterStorage\Volumel), similar
to clustered virtual machines on failover clusters.
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Azure Stack HCI

This chapter provides the following information for Windows Server 2019/Azure
Stack HCI:

B RSSv2 for Hyper-V
B “Windows Server 2019/Azure Stack HCI Behaviors” on page 297
B “New Adapter Properties” on page 298

RSSv2 for Hyper-V

In Windows Server 2019/Azure Stack HCI, Microsoft added support for Receive
Side Scaling version 2 (RSSv2) with Hyper-V (RSSv2 per vPort).

RSSv2 Description

Compared to RSSv1, RSSv2 decreases the time between the CPU load
measurement and the indirection table update. This feature prevents slowdown
during high-traffic situations. RSSv2 can dynamically spread receive queues over
multiple processors much more responsively than RSSv1. For more information,
visit the following Web page:

https://docs.microsoft.com/en-us/windows-hardware/drivers/network/receive-side-
scaling-version-2-rssv2-

RSSv2 is supported by default in the Windows Server 2019/Azure Stack HCI
driver when the Virtual Switch RSS option is also enabled. This option is enabled
(the default), and the NIC is bound to the Hyper-V or vSwitch.
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Known Event Log Errors

Under typical operation, the dynamic algorithm of RSSv2 may initiate an
indirection table update that is incompatible with the driver and return an
appropriate status code. In such cases, an event log error occurs, even though no
functional operation issue exists. Figure 16-1 shows an example.

Log Name:
Source:
Event ID:
Levek:
User:
OpCode:

More Information:

Failed to move RSS queue 11 from VMQ 1 of switch E923B7B5-B47A-4718-BFIC-B77733434133 (Friendly Name: vSwitch_1), ndisStatus = -1071448015 .

System

Hyper-V-VmSwitch Logged: 9/6/2018 2:50:53 AM
260 Task Category: (1025)

Error Keywords: (32)

SYSTEM Computer: WIN-306VFKJRO2U

Info

Event Log Online Hel

Figure 16-1. RSSv2 Event Log Error

Windows Server 2019/Azure Stack HCI Behaviors

VMMQ Is

Windows Server 2019/Azure Stack HCI introduced the following new behaviors
affecting adapter configuration.

Enabled by Default

In the inbox driver of Windows Server 2019/Azure Stack HCI, the Virtual Switch
RSS (VMMQ) option is enabled by default in the NIC properties. In addition,
Microsoft changed the default behavior of the Virtual NICs option to have VMMQ
enabled with the 16 queue pairs. This behavior change impacts the quantity of
available resources.

For example, suppose the NIC supports 32 VMQs and 64 queue pairs. In
Windows Server 2016, when you add 32 virtual NICs (vNICs), they will have VMQ
acceleration. However in Windows Server 2019/Azure Stack HCI, you will get

4 vNICs with VMMQ acceleration, each with 16 queue pairs and 30 vNICs with no
acceleration.

Because of this functionality, Marvell introduced a new user property, Max Queue
Pairs (L2) Per VPort. For more details, see New Adapter Properties.
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Inbox Driver Network Direct (RDMA) Is Disabled by Default

In the inbox driver of Windows Server 2019/Azure Stack HCI, the Network Direct
(RDMA) option is disabled by default in the NIC properties. However, when
upgrading the driver to an out-of-box driver, Network Direct is enabled by default.

New Adapter Properties

New user-configurable properties available in Windows Server 2019/Azure Stack
HCI are described in the following sections:

Max Queue Pairs (L2) Per VPort

Network Direct Technology

[ | Virtualization Resources
[ VMQ and VMMQ Default Accelerations
B Single VPort Pool

Max Queue Pairs (L2) Per VPort

As explained in VMMQ Is Enabled by Default, Windows 2019/Azure Stack HCI
(and Windows 2016) introduced a new user-configurable parameter, Max Queue
Pairs (L2) per VPort. This parameter permits greater control of resource
distribution by defining the maximum quantity of queue pairs that can be assigned
to the following:

B VPort-Default VPort
B PF Non-Default VPort (VMQ/VMMQ)
B SR-IOV Non-Default VPort (VF)?

The default value of the Max Queue Pairs (L2) per VPort parameter is set to
Auto, which is one of the following:

| Max Queue Pairs for Default vPort = 8
[ | Max Queue Pairs for Non-Default vPort = 4

If you select a value less than 8, then:

[ Max Queue Pairs for Default vPort = 8
[ Max Queue Pairs for Non-Default vPort = value

If you select a value greater than 8, then:

[ | Max Queue Pairs for Default vPort = value
[ | Max Queue Pairs for Non-Default vPort = value

1 This parameter also applies to Windows Server 2016.
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Network Direct Technology

Marvell supports the new Network Direct Technology parameter that allows you
to select the underlying RDMA technology that adheres to the following Microsoft

specification:

https://docs.microsoft.com/en-us/windows-hardware/drivers/network/inf-requirem

ents-for-ndkpi
This option replaces the RDMA Mode parameter.

Virtualization Resources
Table 16-1 lists the maximum quantities of virtualization resources in Windows

2019/Azure Stack HCI for 41000 Series Adapters.

Table 16-1. Windows 2019/Azure Stack HCI Virtualization Resources for

January 29, 2021

41000 Series Adapters
Two-port NIC-only Single -
Function Non-CNA Quantity
Maximum VMQs 102
Maximum VFs 80
Maximum QPs 112
Four-port NIC-only Single -
Function Non-CNA Quantity
Maximum VMQs 47
Maximum VFs 32
Maximum QPs 48
Page 299
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VMQ and VMMQ Default Accelerations

Table 16-2 lists the VMQ and VMMQ default and other values for accelerations in
Windows Server 2019/Azure Stack HCI for 41000 Series Adapters.

Table 16-2. Windows 2019/Azure Stack HCI VMQ and VMMQ Accelerations

Two-port NIC-only Single Function Default

Non-CNA Value Other Possible Values
Maximum Queue Pairs (L2) per VPort 2 Auto 1 2 4 8 16
Maximum VMQs 26 103 52 26 13 6
Default VPort Queue Pairs 8 8 8 8 8 16
PF Non-default VPort Queue Pairs 4 1 2 4 8 16
Four-port NIC-only Single Default
Function Non-CNA Value
Maximum Queue Pairs (L2) per VPort @ Auto 1 2 4 8 16
Maximum VMQs 10 40 20 10 5 2
Default VPort Queue Pairs 8 8 8 8 8 16
PF Non-default VPort Queue Pairs 4 1 2 4 8 16

a Max Queue Pairs (L2) VPort is configurable parameter of NIC advanced properties.

Single VPort Pool

The 41000 Series Adapter supports the Single VPort Pool parameter, which
allows the system administrator to assign any available IOVQueuePair to either
Default-VPort, PF Non-Default VPort, or VF Non-Default VVPort. To assign the
value, issue the following Windows PowerShell commands:

[ Default-VPort:

Set-VMSwitch -Name <vswitch name> -DefaultQueueVmmgEnabled:1
-Defaul tQueueVmmgQueuePairs :<number>

NOTE

Marvell does not recommend that you disable VMMQ or decrease the
quantity of queue pairs for the Default-VPort, because it may impact system
performance.
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[ | PF Non-Default VPort:
4 For the host:

Set-VMNetworkAdapter -ManagementOS -VmmgEnabled:1
-VmmgQueuePairs :<number>

[l For the VM:

Set-VMNetworkAdapter -VMName <vm name> -VmmgEnabled:1
-VmmgQueuePairs :<number>

[ | VF Non-Default VPort:

Set-VMNetworkAdapter -VMName <vm name> -IovWeight:100
-IovQueuePairsRequested:<number>

NOTE

The default quantity of QPs assigned for a VF
(lovQueuePairsRequested) is still 1.

To apply multiple quantities of queue pairs to any vPort:

B The quantity of queue pairs must be less than or equal to the total number of
CPU cores on the system.

B The quantity of queue pairs must be less than or equal to the value of Max
Queue Pairs (L2) Per VPort. For more information, see Max Queue Pairs
(L2) Per VPort.
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Troubleshooting

This chapter provides the following troubleshooting information:

Troubleshooting Checklist

“Verifying that Current Drivers Are Loaded” on page 303
“Testing Network Connectivity” on page 304

“Atypical FCoE Configurations” on page 305
“Linux-specific Issues” on page 308

“Miscellaneous Issues” on page 309

“Collecting Debug Data” on page 309

Troubleshooting Checklist

CAUTION

Before you open the server cabinet to add or remove the adapter, review the
“Safety Precautions” on page 6.

The following checklist provides recommended actions to resolve problems that
may arise while installing the 41000 Series Adapter or running it in your system.

Inspect all cables and connections. Verify that the cable connections at the
network adapter and the switch are attached properly.

Verify the adapter installation by reviewing “Installing the Adapter” on

page 7. Ensure that the adapter is properly seated in the slot. Check for
specific hardware problems, such as obvious damage to board components
or the PCI edge connector.

Verify the configuration settings and change them if they are in conflict with
another device.

Verify that your server is using the latest BIOS.

Try inserting the adapter in another slot. If the new position works, the
original slot in your system may be defective.
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B Replace the failed adapter with one that is known to work properly. If the
second adapter works in the slot where the first one failed, the original
adapter is probably defective.

u Install the adapter in another functioning system, and then run the tests
again. If the adapter passes the tests in the new system, the original system
may be defective.

B Remove all other adapters from the system, and then run the tests again. If
the adapter passes the tests, the other adapters may be causing contention.

Verifying that Current Drivers Are Loaded

Ensure that the current drivers are loaded for your Windows, Linux, or VMware
system.

Verifying Drivers in Windows

See the Device Manager to view vital information about the adapter, link status,
and network connectivity.

Verifying Drivers in Linux
To verify that the ged.ko driver is loaded properly, issue the following command:

# lsmod | grep -i <module name>

If the driver is loaded, the output of this command shows the size of the driver in
bytes. The following example shows the drivers loaded for the ged module:

# lsmod | grep -i ged
ged 199238 1
gede 1417947 O

If you reboot after loading a new driver, you can issue the following command to
verify that the currently loaded driver is the correct version:

modinfo gede

Or, you can issue the following command:

[root@testl]# ethtool -i eth2

driver: gede

version: 8.4.7.0

firmware-version: mfw 8.4.7.0 storm 8.4.7.0
bus-info: 0000:04:00.2
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If you loaded a new driver, but have not yet rebooted, the modinfo command will
not show the updated driver information. Instead, issue the following dmesg
command to view the logs. In this example, the last entry identifies the driver that

will be active upon reboot.

# dmesg | grep

[ 10.
[ 23.
[ 34.
[ 34.
[ 3334.

097526]
093526]
9753961
9758961
9758961

-i "QLogic"

QLogic
QLogic
QLogic
QLogic
QLogic

FastLinQ
FastLinQ
FastLinQ
FastLinQ
FastLinQ

Verifying Drivers in VMware
To verify that the VMware ESXi drivers are loaded, issue the following command:

# esxcli software vib list

| grep -i

4xXxXXX
4 xXXXX
dxXxXXX
4 xXXXX

dxXxXXX

Testing Network Connectivity

This section provides procedures for testing network connectivity in Windows and
Linux environments.

n qede n

Ethernet
Ethernet
Ethernet
Ethernet
Ethernet

Driver
Driver
Driver
Driver

Driver

gede
gede
gede
gede
gede

XXX X X
Mokox X
Mokox X
Mok X XK

NOTE

When using forced link speeds, verify that both the adapter and the switch
are forced to the same speed.

Testing Network Connectivity for Windows
Test network connectivity using the ping command.

January 29, 2021

To determine if the network connection is working:
1. Click Start, and then click Run.
2. Inthe Open box, type emd, and then click OK.

3. To view the network connection to be tested, issue the following command:

ipconfig /all

4, Issue the following command, and then press ENTER.

ping <ip_address>

The displayed ping statistics indicate whether or not the network connection is

working.
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Testing Network Connectivity for Linux

To verify that the Ethernet interface is up and running:

1.  To check the status of the Ethernet interface, issue the ifconfig
command.

2. To check the statistics on the Ethernet interface, issue the netstat -i
command.

To verify that the connection has been established:

1. Ping an IP host on the network. From the command line, issue the following
command:

ping <ip_address>
2. Press ENTER.

The displayed ping statistics indicate whether or not the network connection is
working.

The adapter link speed can be forced to 10Gbps or 25Gbps using either the
operating system GUI tool or the ethtool command, ethtool -s ethx speed
SSSS.

Atypical FCoE Configurations

Marvell FCoE solutions using 41000 Series Adapters are optimized to operate in
an environment where a Converged Network Adapter (CNA) port is physically
connected to a switch port with the following characteristics:

B DCBX s converged for lossless traffic for FCoE protocol (priority and
priority-based flow control (PFC) enabled).

A single VLAN is configured for FCoE traffic.

A single FCoE forwarder (FCF) is available for login.

There is a single FCoE/Fibre Channel fabric.
Most solutions in which Marvell FCoE products are deployed conform to these
characteristics. However, there are system configurations that do not.

The following sections describe some of these atypical configurations and how to
troubleshoot possible issues.
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Atypical Configurations

The following sections describe possible issues on these nonstandard
configurations:

Multiple FCoE VLANs

Fallback FCoE VLAN

[ | Multiple FCFs in a Single Fabric

B Multiple Fabric (With One or More FCFs)

Multiple FCoE VLANSs

FCoE drivers retrieve the VLAN over which FCoE traffic flows, using the FCoE
initialization protocol (FIP) VLAN discovery protocol defined in the Fibre
Channel-Backbone (FC-BB) specification. In configurations where multiple VLANs
are configured for FCoE, there may be more than one entity responding to the FIP
VLAN request from the initiator and reporting multiple and/or different VLANSs.

Since the drivers cannot validate the VLAN and the corresponding FCoE fabric for
storage connectivity in advance, having multiple VLAN responses can result in
unpredictable behaviors.

Fallback FCoE VLAN

FCoE drivers try to find the VLAN over which to operate FCoE by following the FIP
VLAN discovery protocol outlined in the FC-BB specifications.

When FIP VLAN discovery does not succeed, the drivers attempt to discover the
FCF over a fallback VLAN.

Multiple FCFs in a Single Fabric

FCoE drivers identify available FCFs for login using the FIP discovery protocol
defined in FC-BB specification. In configurations where multiple FCFs are
configured for FCoE, there may be more than one FCF (with a unique MAC
address) that responds to the FIP discovery solicitation. In this case, the driver
chooses a single FCF based on the available list of FCFs.

Multiple Fabric (With One or More FCFs)
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An FCoE fabric is identified by a unique fabric WWPN, virtual fabric ID, and Fibre
Channel map. In a multi-fabric environment, there are multiple FCFs connected to
the CNA port, each with a different fabric WWPN/virtual fabric ID/Fibre Channel
map.

Having multiple fabrics exposed to a CNA port is considered an invalid
configuration, because the driver cannot validate the exact same storage
connectivity across the multiple fabrics. In the event of an FCF failure, the driver
can choose the alternate fabric that may not have the same storage connectivity
as the previous fabric, leading to 1/O failures.
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Troubleshooting Atypical FCoE Configurations

The following sections contain troubleshooting steps based on OS:

®  Windows
[ | Linux
B VMware ESX (Driver v2.x.y.z and Later)
B VMware ESX (Driver v1.x.y.z and Later)
Windows
Problem: FCoE devices are not discovered in multiple VLAN or FCF
configurations.
Solution: Ensure consistent storage connectivity across all VLANs
configured for FCoE and/or across all FCFs.
Alternately, redesign the system to have only one VLAN and/or
FCF in the configuration.
Problem: There is excessive event logging (event ID 26) in multi-fabric
configurations.
Solution: Verify that there is consistent storage connectivity across multiple
FCFs on multiple fabrics.
If the configuration is valid, update to FCoE driver v8.53.1.0 (or
later) to limit the event logging.
Linux
Problem: FCoE devices are not discovered after the link is disrupted on the

initiator port.

Solution: Update to FCoE driver v8.42.10.1 or later.

Problem: FCoE devices are not discovered in a multiple VLAN configuration.
Solution: Multiple VLAN configurations are not supported on the Linux OS.

Reconfigure the system to have only one FCoE VLAN.

Problem: FCoE devices are not discovered in multiple fabric configurations.
Solution: Multiple fabrics are not supported on the Linux OS. Reconfigure

the system to have only one FCoE fabric.

VMware ESX (Driver v2.x.y.z and Later)
Problem: FCoE devices are not discovered in multiple VLAN configurations

or multiple FCF configurations.

Solution: Ensure that there is consistent storage connectivity across all
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VLANSs configured for FCoE and/or across all FCFs.

Alternately, redesign the system to have only one VLAN and/or
FCF per configuration.
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Problem: A server PSOD appears in a multiple VLAN configuration.

Solution: Update the FCoE driver to v2.2.6.0 (or later).

Problem: There is excessive message logging (in vmkernel.log)in multiple
fabric configurations.

Solution: Verify that there is consistent storage connectivity across multiple
FCFs on multiple fabrics.

If the configuration is valid, update to FCoE driver v2.2.6.0 (or later)
to limit the message logging.

VMware ESX (Driver v1.x.y.z and Later)

Problem: FCoE devices are not discovered after a long duration (greater
than 1 hour) of link disruption on the initiator port.
Solution: Set the driver module parameter gedf fipvlan retries toa

larger value (default=1800) by issuing the following command,
where x is the requested value (maximum=FFFFFFFFh):

esxcfg-module -s ‘qgedf fipvlan retries=X’ qedf

Reboot the server for the change to take effect.

Problem: FCoE devices are not discovered in a multiple FCF configuration.
Solution: Update to driver v1.3.42.0.

Problem: FCoE devices are not discovered in multiple fabric configurations.

Solution: Multiple fabric configurations are not supported on ESX platforms
with driver v1.x.y.z. To limit the use of a single fabric, make one of
the following changes:

Reconfigure the system to have only one FCoE fabric.

Set the driver module parameter glibfcoe max fcf to 1 (to
limit the number of fabrics supported to 1) by issuing the following
command:

esxcfg-module -s glibfcoe max fcf=1 qgedf

Reboot the server for the change to take effect.

Linux-specific Issues

Problem: Errors appear when compiling driver source code.

Solution: Some installations of Linux distributions do not install the
development tools and kernel sources by default. Before compiling
driver source code, ensure that the development tools for the Linux
distribution that you are using are installed.
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Miscellaneous Issues

Problem: The 41000 Series Adapter has shut down, and an error message
appears indicating that the fan on fan-equipped adapters has
failed.

Solution: The 41000 Series Adapter may intentionally shut down to prevent
permanent damage. Contact Marvell Technical Support for
assistance.

Problem: In an ESXi environment, with the iISCSI driver (gedil) installed,
sometimes, the VI-client cannot access the host. This is due to the
termination of the hostd daemon, which affects connectivity with
the VI-client.

Solution: Contact VMware technical support.

Collecting Debug Data

Use the commands in Table 17-1 to collect debug data.

Table 17-1. Collecting Debug Data Commands

Debug Data Description
demesg -T Kernel logs
ethtool -d Register dump
sys_info.sh System information; available in the driver bundle

Doc. No. AH0054602-00 Rev. X
January 29, 2021 Page 309 Copyright © 2021 Marvell



Adapter LEDS

Table A-1 lists the LED indicators for the state of the adapter port link and activity.

Table A-1. Adapter Port Link and Activity LEDs

EICE"I; LED Appearance Network State
Off No link (cable disconnected or port down)
Link LED | Continuously illuminated GREEN | Link at highest supported link speed
Continuously illuminated AMBER | Link at lower supported link speed
Activity Off No port activity
LED

Blinking

Port activity
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B cables and Optical
Modules

This appendix provides the following information for the supported cables and
optical modules:

B Supported Specifications
B “Tested Cables and Optical Modules” on page 312
B “Tested Switches” on page 317

Supported Specifications

The 41000 Series Adapters support a variety of cables and optical modules that
comply with SFF8024. Specific form factor compliance is as follows:

B SFPs:
0 SFF8472 (for memory map)
O  SFF8419 or SFF8431 (low speed signals and power)

[ | Optical modules electrical input/output, active copper cables (ACC), and
active optical cables (AOC):

O 10G—SFF8431 limiting interface

0 25G—IEEE 802.3by Annex 109B (25GAUI) (does not support
RS-FEC)
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Tested Cables and Optical Modules

Marvell does not guarantee that every cable or optical module that satisfies the
compliance requirements will operate with the 41000 Series Adapters. Marvell
has tested the components listed in Table B-1 and presents this list for your

convenience.

Table B-1. Tested Cables and Optical Modules

Speed/Form  Manufac-

Factor turer Part Number Type
Cables
1539W SFP+10G-to-SFP+10G 1 26
Brocade® V239T SFP+10G-to-SFP+10G 3 26
48V40 SFP+10G-to-SFP+10G 5 26
H606N SFP+10G-to-SFP+10G 1 26
Cisco K591N SFP+10G-to-SFP+10G 3 26
G849N SFP+10G-to-SFP+10G 5 26
10G DACP
V250M SFP+10G-to-SFP+10G 1 26
53HVN SFP+10G-to-SFP+10G 3 26
358VvV SFP+10G-to-SFP+10G 5 26
Pel 407-BBBK SFP+10G-to-SFP+10G 1 30
407-BBBI SFP+10G-to-SFP+10G 3 26
407-BBBP SFP+10G-to-SFP+10G 5 26
NDCCGF0001 SFP28-25G-to-SFP28-25G 1 30
NDCCGF0003 SFP28-25G-to-SFP28-25G 3 30
Amphenol®
NDCCGJ0003 SFP28-25G-to-SFP28-25G 3 26
NDCCGJ0005 SFP28-25G-to-SFP28-25G 5 26
25G DAC
2JVvDD SFP28-25G-to-SFP28-25G 1 26
DOR73 SFP28-25G-to-SFP28-25G 2 26
Pl OVXFJY SFP28-25G-to-SFP28-25G 3 26
9X8JP SFP28-25G-to-SFP28-25G 5 26
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Table B-1. Tested Cables and Optical Modules (Continued)

Speed/Form  Manufac- Cable
Factor turer Sl b Type Length? Gauge
40G Copper TCPM2 QSFP+40G-to-4xSFP+10G 1 30
QSFP Dell 27GG5 QSFP+40G-to-4xSFP+10G 3 30
Splitter
(4 x10G) P8T4W QSFP+40G-to-4xSFP+10G 5 26
8T47V SFP+to 1G RJ 1G RJ45 N/A
1G Copper
RJ45 Dell XK1M7 SFP+to 1IGRJ 1G RJ45 N/A
Transceiver
XTY28 SFP+to 1IGRJ 1G RJ45 N/A
10G Copper 10G
RJ45 Dell PGYJT SFP+ to 10G RJ N/A
. RJ45
Transceiver
470-AAVO QSFP+40G-t0-4xSFP+10G 1 26
40G DAC
Splitter Dell 470-AAXG QSFP+40G-t0-4xSFP+10G 3 26
4 x 10G
( ) 470-AAXH QSFP+40G-to-4xSFP+10G 5 26
NDAQGJ-0001 QSFP28-100G-to- 1 26
4xSFP28-25G
NDAQGF-0002 QSFP28-100G-to- 2 30
4xSFP28-25G
Amphenol
NDAQGF-0003 QSFP28-100G-to- 3 30
4xSFP28-25G
NDAQGJ-0005 QSFP28-100G-to- 5 26
100G DAC 4xSFP28-25G
Splitter
(4 x 25G) 026FN3 Rev AOO QSFP28-100G-to- 1 26
4XSFP28-25G
Dell OYFNDD Rev A0OO | QSFP28-100G-to- 2 26
4XSFP28-25G
07R9N9 Rev A0O0 QSFP28-100G-to- 3 26
4XSFP28-25G
FCl 10130795-4050LF | QSFP28-100G-to- 5 26
4XSFP28-25G
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Table B-1. Tested Cables and Optical Modules (Continued)

Speed/Form  Manufac- Cable
Factor turer Sl b Type Length? Gauge
Optical Solutions
AFBR-703SMZ SFP+ SR N/A N/A
Avago®
AFBR-701SDZ SFP+ LR N/A N/A
Y3KJN SFP+ SR 1G/10G N/A
WTRD1 SFP+ SR 10G N/A
. Dell
S Cpitez] 3G84K SFP+ SR 106 | NA
Transceiver
RN84N SFP+ SR 10G-LR N/A
FTLX8571D3BCL- | SFP+ SR N/A N/A
QL
Finisar®
FTLX1471D3BCL- | SFP+ LR N/A N/A
QL
P7D7R SFP28 Optical Transceiver 25G SR N/A
Dell
SR
25G Op’flcal FTLE8536P4BCL SFP28 Optical Transceiver N/A N/A
Transceiver SR
Finisar
SFP28 Optical Transceiver N/A N/A
FTLF8538P4BCL SR no FEC
10/25G N/A N/A
Dual Rate Dell M14MK SFP28
Transceiver
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Table B-1. Tested Cables and Optical Modules (Continued)

SeegdlForm  Manufac:  par Number S35k, Gauge
470-ABLV SFP+ AOC 2 N/A
470-ABLZ SFP+ AOC 3 N/A
470-ABLT SFP+ AOC 5 N/A
470-ABML SFP+ AOC 7 N/A
470-ABLU SFP+ AOC 10 N/A
470-ABMD SFP+ AOC 15 N/A
470-ABMJ SFP+ AOC 20 N/A
10G AOC¢® Dell
YJF03 SFP+ AOC 2 N/A
POGND SFP+ AOC 3 N/A
T1KCN SFP+ AOC 5 N/A
1DXKP SFP+ AOC 7 N/A
MT7R2 SFP+ AOC 10 N/A
KOT7R SFP+ AOC 15 N/A
W5G04 SFP+ AOC 20 N/A
Dell X5DH4 SFP28 AOC 20 N/A
25G AOC TF-PY003-N0O SFP28 AOC 3 N/A
InnoLight®
TF-PY020-NOO SFP28 AOC 20 N/A
@ Cable length is indicated in meters.
b DAC is direct attach cable.
¢ AOC is active optical cable.
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Known Issue: Using SmartAN Mode with Invalid FEC
Configuration for 25G DAC

The following paragraphs describe known issues using a CA-25G-L cable with
SmartAN.

Problem: SmartAN does not allow a 25G link on CA-25G-L cable without
RS-FEC enabled on the link partner with Marvell firmware
versions 15.x and later.

Marvell’'s SmartAN feature attempts to bring up link with the link
partner when standard auto-negotiation is not available or
configured. When the installed cable does not support the link
partner’s configured FEC mode as listed in the IEEE Std
802.3by-2016 specification, SmartAN does not allow the link to
come up.

Marvell firmware contained in the Dell Firmware DUP with
FFV 14.xx.xx incorrectly allows this link set up in the following two
configurations:

CA-25G-L DAC Requires RS-FEC per the IEEE standard, but
allows the link to come up with FC-FEC or no
FEC.

CA-25G-S DAC Requires RS-FEC or FC-FEC per the IEEE
standard, but allows link with no FEC.

This issue has been fixed, but there may be a change in behavior

when upgrading the firmware from the previous version.

Solution: Try one of the following if the 25G link fails after updating Dell
Firmware DUP with FFV 15.xx.xx and later.
Enable a compatible FEC mode on the link partner.

Replace the cable with a 25G-N cable. If FC-FEC is configured,
use a 25G-S cable.
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Tested Switches

Table B-2 lists the switches that have been tested for interoperability with the
41000 Series Adapters. This list is based on switches that are available at the
time of product release, and is subject to change over time as new switches enter
the market or are discontinued.

Table B-2. Switches Tested for Interoperability

Manufacturer Ethernet Switch Model

Arista

Cisco

Dell EMC

HPE

Mellanox

7060X
7160

Nexus 3132
Nexus 3232C
Nexus 5548
Nexus 5596 T
Nexus 6000

S6100
Z9100

FlexFabric 5950

SN2410
SN2700
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Configuration

The 41000 Series Adapters support connections with the Dell Z9100 Ethernet
Switch. However, until the auto-negotiation process is standardized, the switch
must be explicitly configured to connect to the adapter at 25Gbps.

To configure a Dell Z9100 switch port to connect to the 41000 Series Adapter
at 25Gbps:

1.  Establish a serial port connection between your management workstation
and the switch.

2. Open a command line session, and then log in to the switch as follows:
Login: admin
Password: admin

3.  Enable configuration of the switch port:

Dell> enable
Password: XXXXxXX

Dell# config
4. Identify the module and port to be configured. The following example uses
module 1, port 5:

Dell (conf) #stack-unit 1 port 5 ?
portmode Set portmode for a module

Dell (conf) #stack-unit 1 port 5 portmode ?

dual Enable dual mode
quad Enable quad mode
single Enable single mode

Dell (conf) #stack-unit 1 port 5 portmode quad ?

speed Each port speed in quad mode
Dell (conf) #stack-unit 1 port 5 portmode quad speed ?
10G Quad port mode with 10G speed
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25G Quad port mode with 25G speed

Dell (conf) #stack-unit 1 port 5 portmode quad speed 25G

For information about changing the adapter link speed, see “Testing Network

Connectivity” on page 304.
5.  Verify that the port is operating at 25Gbps:

Dell# Dell#show running-config | grep "port 5"
stack-unit 1 port 5 portmode quad speed 25G

6. To disable auto-negotiation on switch port 5, follow these steps:

a. Identify the switch port interface (module 1, port 5, interface 1) and

confirm the auto-negotiation status:

Dell (conf) #interface tw 1/5/1

Dell (conf-if-tf-1/5/1) #intf-type crd ?

autoneg Enable autoneg

b. Disable auto-negotiation:

Dell (conf-if-tf-1/5/1) #no intf-type cr4 autoneg

c.  Verify that auto-negotiation is disabled.

Dell (conf-if-tf-1/5/1) #do show run interface tw 1/5/1

I
interface twentyFiveGigE 1/5/1
no ip address

mtu 9416

switchport

flowcontrol rx on tx on

no shutdown

no intf-type cr4 autoneg

For more information about configuring the Dell Z9100 switch, refer to the Dell

Z9100 Switch Configuration Guide on the Dell Support Web site:

support.dell.com
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VMware ESXi Enhanced
Networking Stack Support

This appendix describes how to use the 41000 Series Adapter as a virtual NIC
(vNIC) in a VMware hypervisor environment to support an NSX-Transformer
(NSX-T) managed Virtual Distribution Switch (N-VDS), which is part of the
Enhanced Network Stack (ENS).

NOTE

At the time of publication, this feature is supported only on VMware
ESXi6.7.

Overview

The VMware ESXi hypervisor provides various virtual networking capabilities for
the enterprise network. The virtual switch is a key component in VMware
infrastructure. There are different types of virtual switches:

B vSphere Standard Switch, which is configured at an individual ESXi host

m  Virtual Distributed Switch (VDS), which is configured and centrally
managed at the vCenter level

B NSX-T managed Virtual Distribution Switch (N-VDS)

The 41000 Series Adapter can be programmed to support an N-VDS.

What is Enhanced Network Stack?

Enhanced Networking Stack (ENS) is one of the key features introduced in
N-VDS.

The ENS provides an Enhanced Data Path in the ESX networking stack for Data
Plane Development Kit (DPDK) applications running on a virtual machine (VM).
The DPDK applications have strict latency and packet rate expectations. The ENS
stack provides the superior network performances demanded by Network
Function Virtualization (NFV) workloads.
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D-VMware ESXi Enhanced Networking Stack Support
Poll Mode Driver

The Enhanced Data Path also requires the physical device driver to work in
polling mode, which eliminates the overhead of interrupt processing. Therefore,
the ENS requires a Poll Mode Driver (PMD) to be implemented on the vNIC, as
per the ENS driver development model introduced by VMware. An overview of
ENS stack is shown in Figure D-1.

",

vmxnet3 PMD in VM
y DPDK environment .

1

—
Ermxnets device for ENS
- ENS stack based
—
] @ on DPDK

p
qgedentv_ens (PMD) FastLing Poll
L Mode Driver -—=vSphere Kernel

t

FastLing 41xxx/45xxx

Figure D-1. ENS Stack Block Diagram

Poll Mode Driver

The ENS PMD for the 41000 Series Adapter, provided in the vSphere Installation
bundle (VIB), works as an L2 PMD. It implements all the necessary callbacks
required by the Enhanced Data Path mode of the N-VDS. A poll mode driver for a
NIC is different from a native NIC driver: it performs transmit and receive
operations without using interrupts, thereby keeping interrupt overheads to a
minimum. Consequently, the PMD results in a low latency and high packet rate.

For instructions on installing the PMD on a 41000 Series Adapter, see “Installing
the Enhanced Network Stack Poll Mode Driver” on page 37.

Capabilities
The PMD has the following capabilities:

[ | Transmit/receive burst
B Getting private statistics
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Installing and Configuring an ENS-capable N-VDS

Features

Getting NetQueue statistics
Getting the link state

The PMD has the following features:

Limitations

IPv4 and IPv6 stateless offloads
Transmission control protocol (TCP)/user datagram protocol (UDP)
checksum offload

Transmit send offload (TSO)

Jumbo MTU

VLAN tag insertion/stripping

Multiple queue support and NetQueue support

Generic Network Virtualization Encapsulation (GENEVE) overlay

ENS interface control. If you need to switch from ENS to a standard NIC L2
driver, you can make configuration changes in the NSX-T and reboot the
system. Both L2 native and ENS drivers can share an adapter and claim
different ports. For example, in a two-port adapter, Port1 can be claimed by
the L2 native driver and Port2 can be claimed by the ENS driver.

Teaming and HA. The setting are defined as port of the Uplink Profile create
step of the Enhanced Data Path configuration procedure, as documented
here:
https://docs.vmware.com/en/VMware-NSX-T-Data-Center/2.5/installation/G
UID-F459E3E4-F5F2-4032-A723-07D4051EFF8D.html

The PMD has the following limitations:

Large receive offload (LRO)/transparent packet aggregation (TPA) is not
supported

RSS is not supported

NetDump is not supported (use the regular L2 driver for NetDump)

Installing and Configuring an ENS-capable

N-VDS

The following procedure describes, at a high level, how to install and configure an
ENS-capable N-VDS that includes the 41000 Series Adapter attached to the
N-VDS.
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Prerequisites
Before creating an ENS-capable N-VDS, ensure that:

B The ENS driver VIB is installed (is this the PMD for the 41000 Series
Adapter). Due to dependencies, the standard NIC driver gedentv VIB must
also be installed.

B The ENS devices will be claimed during N-VDS configuration while the
Transport Node is created. After the devices are claimed, you can identify
them as uplinks claimed by gedentv_ens in esxcfg-nics -e

B The NSX-T manager and NSX-T controller (or NSX-T v2.3 and higher) have
been installed.

Preparing the Host to Become Part of the NSX-T Fabric

To configure the host to be part of the NSX-T Fabric:
1. Login to the NSX manager and navigate to the home page (Figure D-2).

Getting Started
-an | search?

working

Overview

) Networking

MNodes ) _
O Logical Routers
O Load Balancers

& Inventory Profiles

Transport Zones

Compute Manager W Rules 0 Edge FW Rules

Figure D-2. NSX Home Page

2. Select Fabric, and then click Nodes.
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The Nodes window appears (Figure D-3).

Nodes

Hosts Edges Edge Clusters ESXi Bridge Clusters Transport Nodes

Managed by MNone: standalone Hosts ~
+ ADD P EDIT [i] DELETE B} ACTIONS ~
O Host D IP Addresses 0s Type

Figure D-3. Nodes Menu

3.  Select the Hosts tab, and then click + Add.
The Add Host window appears (Figure D-4).

Add Host

Name*

IP Addresses*
10.30.45.94

Operating System*

Username*

Password*

SHA-256
Thumbprint

Figure D-4. Add Host Window

4.  Add the host details, then click Add and accept the SHA-256 thumb print.
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The NSX-T manager pushes and installs the necessary VIBs on the Host;
this process can take a few minutes. The host is then added to the Hosts

lists (Figure D-5).

Nodes

Hosts Edges Edge Clusters ESXi Bridge Clusters Transport Nodes

Managed by MNone: standalone Hosts ~
+ ADD % ACTIONS ~
0O  Host 7 ID
(] ENS-Beta-Aux-Intel 8424..5469
(] ENS-BETA-E4 25c7..5fc3
(] ENS-1 elf9...5965

IP Addresses

10.30.46.11

10.30.45.62

10.30.45.94

Figure D-5. NSX Host Added

Creating an Uplink Profile

An uplink profile defines policies for the link from the hypervisor hosts to the
NSX-T logical switches or from NSX Edge nodes to top-of-rack switches.

To create an uplink profile:

1. Navigate to the NSX home page (Figure D-2).

2. Select Fabric, and then click Profiles.
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The New Uplink Profile window appears (Figure D-6).

New Uplink Profile G %

Mame* ENS_Uplink_Profile_1

Description

G Name * LACP Mode LACP Load Balancing* Uplinks LACP Time Out

Teamings
+ ADD = CLONE
Name * Teaming Policy * Active Uplinks * standby Uplinks

[Default Teaming] Failover Order uplinkl

Transport VLAN o]

<> | <>

MTU* 1600

Cevee ]

Figure D-6. New Uplink Profile Window

3.  Enter the uplink profile details:

a. LAGS, LACP Load Balancing. In this teaming policy, more than one
Active uplinks are specified, and host switches can use all the active
uplinks. This policy is only supported for ESXi hosts.

b. Teamings, Teaming Policy. Teaming policy dictates how the host
switches use its uplinks to achieve load balancing and redundancy.
There are two types of teaming policy that can be specified in an uplink
profile:
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B Failover Order. In this teaming policy, an active uplink is
specified with an optional standby uplink. If the active uplink fails,
the next available standby uplinks become active. This teaming
policy can be used for both ESXi and KVM hypervisors.

[ | Load Balanced Source. In this teaming policy, more than one
active uplinks are specified. The host switches can use all active
uplinks. This policy is only supported for ESXi hosts.

4.  (Optional) Specify a Transport VLAN.
5.  Click ADD to create the uplink profile.

Configuring the Transport Zone

A transport zone is a container that defines the potential reach of transport nodes.
Transport nodes are hypervisor hosts and NSX Edges that will participate in
an NSX-T overlay.

A transport zone is created to isolate and segregate traffic. Virtual machines
(VMs) on two separate ESXi hosts can communicate with each other only if they
are in the same transport zone.

To add a transport zone:
1. Navigate to the NSX home page (Figure D-2).
2. Select Fabric, and then click Transport Zones.

The Transport Zones window appears (Figure D-7).

Transport Zones
+ ADD % ACTIONS ~
O Transport Zone 7 D
Figure D-7. Transport Zones Menu

3. Click + Add.
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The New Transport Zone window appears (Figure D-8).

New Transport Zone

Mame* ENS-Test-Transport-Zone

Description

N-VD5 Name* N-VDs-1

N-VDS Mode ) standard

© Enhanced Datapath

Traffic Type O Overlay

O VLAN

Uplink Teaming
Paolicy Names

Figure D-8. New Transport Zone

4.  Enter the transport zone details:
a. Name. Add a new name to identify this transport zone.
b. N-VDS Name. Add a new to identify the N-VDS switch to be created.

c. N-VDS Mode. Click Enhanced Datapath to select the type of stack to
be used by the uplink device connected to this N-VDS switch.

d. Traffic Type. Clock Overlay or VLAN.
5.  Click Add to create the transport zone.

Creating an IP Pool

Follow these steps to create a range of IP addresses that are allocated to the new
transport node.

To create an IP pool:
1. Navigate to the NSX home page (Figure D-2).

2.  Select Inventory, and then click Groups.
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The Groups window appears (Figure D-9).

Groups

Groups [P Sets IP Pools MAC Sets

+ ADD PEDIT [i] DELETE {3} ACTIONS

Figure D-9. Groups Menu

3. Select the IP Pools tab, and then click + Add.

The Add New IP Pool window appears (Figure D-10).

Add New IP Pool

Name* ENS-IPs

Description

Subnets
+ ADD  [i] DELETE
IP Ranges *

191168.10.10 - 191.168.10.30

Gateway CIDR* DNSs servers

192.168.10.0/24

[©

DNSs suffix

]

Figure D-10. Add New IP Pool Window

4. Enter the IP Pool details:

a.
b.

C.

Name. IP pool nhame.
IP Ranges. The range of IP addresses.

Classless Inter-domain Routing (CIDR)

5.  Click Add to create the IP pool.
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Creating the Transport Node
The transport node connects the host to the NSX-T fabric.

To create a transport node:
1. Navigate to the NSX home page (Figure D-2).
2. Select Fabric, and then click Notes.

The Nodes window appears (Figure D-11).

Nodes

Hosts Edges Edge Clusters ESXi Bridge Clusters Transport Nodes

+ ADD % ACTIONS ~

Figure D-11. Nodes Menu

3.  Select the Transport Nodes tab, and then click + Add.
The Add Transport Node window appears (Figure D-12).

Add Transport Node o x
General *
Narme* EMS-Test-TH
Node* Host (ESXI): ENS-Test-TN (10.30.45.94)
Transport Zones
0O Avallable (4) O selected (1)
2-Tz (VLAN) EMNS-Test-WLAN-2LSw (VLAN)
] ENS-Beta-Overlay-Test-TZ (

ENS-Test-VLAN-2LSw (VLAN)

ENS-Test-VLAN-TZ (VLAN)

Create New Transport Zone Max Limit: 10

Figure D-12. Add Transport Node Window
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4.  Enter the transport node details:

a. Name. The name of the new transport node.
b. Node. Select the host’s IP address from the drop-down list.

The host IP address will be visible in the drop down only after
preparing the host for the NSX-T fabric, per “Preparing the Host to
Become Part of the NSX-T Fabric” on page 323.

c. Transport Zones. Select the transport zone or zones to which the
transport node will be attached.

5.  Click Add.

The N-VDS window appears. (Figure D-13).

Add Transport Node B X
T ADD N-VDs

~ N-VDS52

NATIS Hama* MADED s

Uphink Frofile* NS-Tast-21 5w

OR Create Naw Uplink Prod

P Assignment * I=a 10 Daal

P Pocl* NS-IFs ~

OF Creale and Use a new P Pg

Physical NICs wmnicd ~  upinkl 2 v

Ldd PN

CFU Config & o e

Add CPU Cord ™

Figure D-13. Add Transport Node—ADD N-VDS Window
6. Enter the N-VDS details:

a. N-VDS Name. Use the name you created in “Configuring the Transport
Zone” on page 327.

b.  Uplink Profile
IP Assignment

IP Pool. If you selected Use IP Pool in the IP Assignment field,
provide the IP pool name in the IP Pool field.
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e. Physical NICs. Select the uplink to be connected to this N-VDS.
Only uplinks are marked as Enhanced Datapath Enabled will be
connected to this N-VDS.
f. CPU Config. Select the correct CPU configuration. Selecting the
correct NUMA node is critical for performance.
7.  Click Add.

Creating the Logical Switch

The logical switch provides layer 2 connectivity for the VMs to which it is attached.
When logical switches are attached to transport zones, the switches connect to
the N-VDS for networking. When deployed, a logical switch creates a broadcast
domain to allow isolation of the VMs running in the infrastructure.

To create a logical switch:

1. Log into VMware NSX-T and navigate to the Home page (Figure D-14).

Overview

T4 NETWORKING _ SECURITY

INVENTORY Op SYSTEM

o

Figure D-14. NSX-T Home Window
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2. From the Home page, select Advanced Networking & Security
(Figure D-15).

Switches F

3 Metworking

Switching

Figure D-15. Advanced Networking & Security Window

3.  Click Add.
4.  The Add New Logical Switch window appears. (Figure D-14).

Add New Logical Switch G %
General Switching Profiles

Mame* ENS_Overlay

Description

Transport Zone* TZ-Overlay v
Uplink Teaming Policy  [yse Default] v
Name*

Admin Status (:Z' Up

Replication Made O Hierarchical Two-Tier replication

() Head replication

VLAN

Only VLAN Trunk Spec is allowed (eqg: 1, 5, 10-12, 31-35).

Ceve ]

Figure D-16. Add New Logical Switch Window
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5.  Enter the logical switch details:
a. Name
b. Transport Zone
c. Uplink Teaming Policy Name
Click Add.
Add a vNIC on top of this network, which connects that vNIC to the N-VDS.

This step is done by logging into vSphere and then creating/editing the VM.
In the Edit Settings window, add the network adapters (Figure D-17).

Edit Settings = vm X
Virtual Hardware VM Options

ADD NEW DEVICE

cPU o
Memory 2 5B

Hard disk 1 16 GB

Hard disk 2 16 GB

SCSI controller O VMware Paravirtual

SCSI controller 1 VMware Paravirtual

Network adapter 1 WM Network ¥ Connected
Network adapter 2 ENS-VLAN ¥ Connected
Network adapter 3 ENS_Overlay ¥ Connected
CD/DVD drive 1 Client Device

Video card Specify custom settings

VMCI device

Device on the virtual machine PCl bus that provides support for the virtual machine communication interface

Figure D-17. Edit Settings, Virtual Hardware Window

8.  Enter the required information, and then click OK.
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Unified Enhanced Network Stack (UENS)

Unified Enhanced Network Stack (UENS) combines the enhanced network stack
(ENS) poll mode driver (PMD) and the standard L2 driver. You can have either a
single driver base for both driver modes or two separate drivers. Marvell has a
single driver that supports both ENS and standard L2.

UENS has the following enhancements over ENS:
[ | Supports a new interrupt controlled data-path

u Provides additional control for control-path operations, which eases some
strict limitations posed by ENS

B Adds additional information to the data path routines, which improves
transmit completions and makes them easier to handle, as well as reducing
packet drops in receive operations.

To have a single driver for both stacks, the driver should must support the three
types of ENS uplink modes:

typedef enum vmk EnsUplinkMode {
/** ENS is disabled. */
VMK_ENS_UPLINK MODE DISABLED = 0x1,

/** ENS 1is enabled with polling. */
VMK_ENS UPLINK MODE POLLING = 0x2,

/** ENS is enabled with interrupt. */
VMK _ENS UPLINK MODE INTERRUPT = 0x4,

} vmk EnsUplinkMode;

VMK_ENS UPLINK MODE DISABLED is the standard NIC driver mode. The driver
does not act as an ENS driver if the uplink device is in this mode; it continues to
use the callbacks that are designed for the regular NIC driver. ENS operations are
not gt invoked.

In VMK ENS UPLINK MODE POLLING mode, the driver acts as a PMD (similar to
the behavior of the gedentv_ens driver for VMware ESXi 6.7). ENS operations are
invoked in this mode, and interrupts are disabled.

VMK_ENS UPLINK MODE INTERRUPT is a new mode where the ENS is enabled
with interrupts. In this case, the data path is based on interrupts. Interrupts must
be allocated for fast path, and interrupt service routines (ISRs) must be written to
handle these interrupts. The morePkts argument of the ensrx () callback has a
capability similar to NAPI: depending on the traffic, the driver switches in between
poll mode and interrupt mode.
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The configuration of N-VDS is the same as the configuration for ENS explained in
“Installing and Configuring an ENS-capable N-VDS” on page 322. The support for
UENS is available from NSX 3.0 and ESXi 7.0.

ENS traffic is run in either poll mode or interrupt mode. An ENS N-VDS
automatically controls the switch between the two modes. For test purposes, you
can create a distributed virtual switch (dvSwitch) and explicitly define the mode
using the commands in the following section.

Configuring ENS Using a Command Line Interface

Use the following commands in a command line interface (CLI) to configure the
ENS.

To create an ENS Interrupt mode dvSwitch, issue the following command:
esxcfg-vswitch -ay --intr dvsl --dvswitch --impl-class=vswitch
To create an ENS poll mode dvSwitch, issue the following command:
esxcfg-vswitch -ay dvsl --dvswitch --impl-class=vswitch

To create an uplink port to attach a vmnic, issue the following command:
net-dvs -U 1 dvsl

To attach a vmnic, issue the following command:

esxcfg-vswitch -P vmnic9 -V uplinkO dvsl

To create a port group to create a vmknic, issue the following command:
net-dvs -A -p pgl dvsl

To create a vmknic, issue the following command:

esxcli network ip interface add --dvs-name dvsl --dvport-id pgl
To assign an IP address to a vmknic, issue the following command:

esxcli network ip interface ipv4 set --interface-name=vmkl
--ipv4=192.168.20.11 --netmask=255.255.255.0 --type=static

To removing the vmknic interface, issue the following command:
esxcli network ip interface remove --dvs-name dvsl --dvport-id pgl

To delete a vSwitch, issue the following command:

esxcfg-vswitch -d --dvswitch dvsl
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[root@localhost:~]

Name

vmnicO

vmnicl

vmnic?2

vmnic3

vmnic4

vmnich

You can use the output of the esxcli-nics -e command to verify the current
mode of the ENS-capable device. Following is an example.

Driver ENS

Capable

ntg3 False

ntg3 False

ntg3 False

ntg3 False

gedentv True

gedentv True

ENS

Driven

False

False

False

False

True

True

esxcfg-nics -e

INTR
Capable

False

False

False

False

True

True

MAC Address

20:47:47:95:

INTR
Enabled
False

False 20:
False 20:
False 20:
True 94:
False 94 :

fl:

fl

:47:

:47:

t47:

128

95:

95:

95:

:b4d:

:b4d:

9c:

9c:

9c:

9c:

9c:

9c:

64

65

66

67

de

4f

Description

Broadcom Corporation
NetXtreme BCM5720 Gigabit
Ethernet

Broadcom Corporation
NetXtreme BCM5720 Gigabit
Ethernet

Broadcom Corporation
NetXtreme BCM5720 Gigabit
Ethernet

Broadcom Corporation
NetXtreme BCM5720 Gigabit
Ethernet

QLogic Corp. 10/25GbE 2P
QL41222HLCU-HP Adapter

QLogic Corp. 10/25GbE 2P
QL41222HLCU-HP Adapter

As shown in the output, the ENS driven flag is True if the uplink device is driven
by the driver in ENS mode. In addition, the poll mode and interrupt mode (in the

INTR Enabled column)with a True value (highlighted in red) indicates that the
device is in ENS + interrupt mode. A rFalse value (highlighted in green) indicates
that the device is in ENS + poll mode.

Reference Documents

See the following documents for more information about ENS and its components:

DDK API reference for ESXi 6.7

VMware NSX documentation center,
https://docs.vmware.com/en/VMware-NSX-T-Data-Center/index.html

DPDK web site,_https://www.dpdk.org/
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E Feature Constraints

This appendix provides information about feature constraints implemented in the
current release.

These feature coexistence constraints may be removed in a future release. At that
time, you should be able to use the feature combinations without any additional
configuration steps beyond what would be usually required to enable the features.

Concurrent FCoE and iSCSI Is Not Supported on the Same Port in
NPar Mode

The device does not support configuration of both FCoE-Offload and
iISCSI-Offload on the same port when in NPar Mode. FCoE-Offload is supported
on the second physical function (PF) and iSCSI-Offload is supported on the third
PF in NPar mode. The device does support configuration of both FCoE-Offload
and iSCSI-Offload on the same port when in single Ethernet PF DEFAULT Mode.
Not all devices support FCoE-Offload and iSCSI-Offload.

After a PF with either an iSCSI or FCoE personality has been configured on a port
using either HIl or Marvell management tools, configuration of the storage
protocol on another PF is disallowed by those management tools.

Because storage personality is disabled by default, only the personality that has
been configured using HIl or Marvell management tools is written in NVRAM
configuration. When this limitation is removed, users can configure additional PFs
on the same port for storage in NPar Mode.

Concurrent RoCE and iWARP Is Not Supported on the Same Physical
Function

RoCE and iWARP are not supported on the same PF. The UEFI HIl and Marvell
management tools allow users to configure both concurrently, but the RoCE
functionality takes precedence over the iWARP functionality in this case, unless
overridden by the in-OS driver settings.
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NIC and SAN Boot to Base Is Supported Only on Select PFs

Ethernet (such as software iISCSI remote boot) and PXE boot are currently
supported only on the first Ethernet PF of a physical port. In NPar Mode
configuration, the first Ethernet PF (that is, not the other Ethernet PFs) supports
Ethernet (such as software iISCSI remote boot) and PXE boot. Not all devices
support FCoE-Offload and iSCSI-Offload.

[ | When the Virtualization or Multi-Function Mode is set to NPar,
FCoE-Offload boot is supported on the second PF of a physical port,
iISCSI-Offload boot is supported on the third PF of a physical port, and
Ethernet (such as software iSCSI) and PXE boot are supported on the first
PF of a physical port.

iISCSI and FCoE boot is limited to a single target per boot session.
Only one boot mode is allowed per physical port.
iISCSI-Offload and FCoE-Offload boot is only supported in NPar mode.
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F—Revision History

Changes Sections Affected

Added support for the following OSs: All
RHEL 7.9,8.2,8.3
SLES 15 SP2
Azure Stack HCI

Removed support for the following OSs:
Windows 2012 (all versions)
RHEL 7.7
Citrix Hypervisor 7.0, 7.1, 8.0, 8.1

Removed the NOTE about QCC GUI being the “Supported Products” on page xix
only GUI management tool across adapters.

Removed section referencing Marvell Web site as | was “Downloading Updates and Documentation”
the source for updates and documentation.

Added TUV IEC 62368 2nd and 3rd Edition CB “Product Safety Compliance” on page xxvi

In VMwareDirect Path I/O bullet: “Features” on page 1
Added over PCI physical functions in first line.
Changed second paragraph, third sentence to
“Sharing PCle physical functions across
the hypervisor...”

In the NOTE, referred the user to the Read Me and | “Software Requirements” on page 6
Release Notes for the most up-to-date OS infor-
mation.

In Table 3-5, changed the footnote to indicate that | “VMware Drivers and Driver Packages” on
“...the NIC, RoCE, FCoE, and iSCSI drivers have | page 35

been combined as a single component package.
This package can be installed using standard ESXi
installation methods and commands.”

In the NOTE: “iISCSI Support” on page 43
Clarified the first sentence to “The iISCSI
interface (iSCSI offload)...”

Changed the sixth and seventh sentences
to “This is not a comprehensive L2 solution.
Do not use this implementation to carry
regular networking traffic; that is, do not
assign this to a VM as a network adapter.”
Added a new last sentence referencing the
iISCSI offload limitations listed in the iISCSI
Offload in VMware EXSi section.

Added new section on default NPar/NParEP mode | “Default NPar/NParEP Mode Numbering” on
numbering. page 56
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In the NOTE, added a second paragraph indicating | “Configuring FCoE Boot” on page 67, “Configuring
that on QL41164Hxxx quad-port adapters, FCoE iSCSI Boot” on page 68

and iSCSI storage offloads are only enabled on
partition 2.

Added a bullet stating that the PermitTotal- “Before You Begin” on page 102
PortShutdown feature cannot be used on
ports configured to boot from SAN.

Corrected step 4 to say, “..., and then press “Configuring iSCSI Boot from SAN for RHEL 7.8
CTRL+X to start.” and Later” on page 107
Added a NOTE stating that the PermitTotal- “FCoE Boot from SAN” on page 116

PortShutdown feature cannot be used on
ports configured to boot from SAN

Added new section on how to use NPar to config- | “Enabling NPar and the FCoE HBA” on page 117
ure FCoE offloads on the adapter.

In Step 5, in the NOTE, added a reference to the “Configuring Adapter UEFI Boot Mode” on
Application Note, Enabling Storage Offload on | page 118

Dell and Marvell FastLinQ 41000 Series
Adapters to provide information on enabling
the FCoE Mode feature.

Added section for configuring FCoE boot from | “Configuring FCoE Boot from SAN for RHEL 7.4
SAN for RHEL. and Later” on page 126

Added a new second paragraph describing opti- | “Configuring MTU” on page 175
mal performance settings.

In Step 1, changed part c to “Select the current | “Configuring a Paravirtual RDMA Device
vSphere version being used.” (PVRDMA)” on page 176

Added a new second paragraph describing opti- | “Configuring iWARP on Windows” on page 187
mal performance settings.

Added a NOTE to the end of the section listing “iISCSI Offload in VMware ESXi” on page 221
iISCSI Offload limitations.

Removed the problem “FCoE devices are not dis- | “VMware ESX (Driver v2.x.y.z and Later)” on
covered after the link is disrupted on the initiator page 307
port.”

In the solution that sets the driver module parame- | “VMware ESX (Driver v1.x.y.z and Later)” on
ter gedf fipvlan retries, added quotes to page 308

the command being issued:
esxcfg-module -s

‘gedf fipvlan retries=X’' gedf
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F—Revision History

Added an additional issue:
gedf fipvlan retries is not supported in
gedf driver version 2.2.32.0. Added fix.

Added known cable issue and workaround.

Added new Steps 1-3 and corresponding fig-
ures.

Clarified Step 7.
Added a section on UENS.

In the first bullet, removed the PDF name of the
DDK API reference for ESXi 6.7.

“VMware ESX (Driver v2.x.y.z and Later)” on
page 307

“Known Issue: Using SmartAN Mode with Invalid
FEC Configuration for 25G DAC” on page 316

“Creating the Logical Switch” on page 332

“Unified Enhanced Network Stack (UENS)” on
page 335

“‘Reference Documents” on page 337
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Glossary

ACPI

The Advanced Configuration and Power
Interface (ACPI) specification provides an
open standard for unified operating
system-centric device configuration and
power management. The ACPI defines
platform-independent interfaces for
hardware discovery, configuration, power
management, and monitoring. The specifi-
cation is central to operating
system-directed configuration and Power
Management (OSPM), a term used to
describe a system implementing ACPI,
which therefore removes device manage-
ment responsibilities from legacy firmware
interfaces.

adapter

The board that interfaces between the
host system and the target devices.
Adapter is synonymous with Host Bus
Adapter, host adapter, and board.

adapter port
A port on the adapter board.

Advanced Configuration and Power
Interface

See ACPI.
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bandwidth

A measure of the volume of data that can
be transmitted at a specific transmission
rateA 1Gbps or 2Gbps Fibre Channel port
can transmit or receive at nominal rates of
1 or 2Gbps, depending on the device to
which it is connected. This corresponds to
actual bandwidth values of 106 MB and
212MB, respectively.

BAR

Base address register. Used to hold
memory addresses used by a device, or
offsets for port addresses. Typically,
memory address BARs must be located in
physical RAM while I/O space BARs can
reside at any memory address (even
beyond physical memory).

base address register
See BAR.

basic input output system
See BIOS.

BIOS

Basic input output system. Typically in
Flash PROM, the program (or utility) that
serves as an interface between the
hardware and the operating system and
allows booting from the adapter at startup.

challenge-handshake authentication
protocol

See CHAP.
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CHAP

Challenge-handshake authentication
protocol (CHAP) is used for remote logon,
usually between a client and server or a
Web browser and Web server. A
challenge/response is a security mecha-
nism for verifying the identity of a person
or process without revealing a secret
password that is shared by the two
entities. Also referred to as a three-way
handshake.

CNA
See Converged Network Adapter.

Converged Network Adapter

Marvell Converged Network Adapters
support both data networking (TCP/IP)
and storage networking (Fibre Channel)
traffic on a single I/O adapter using two
new technologies: Enhanced Ethernet and
Fibre Channel over Ethernet (FCoE).

data center bridging
See DCB.

data center bridging exchange
See DCBX.

DCB

Data center bridging. Provides enhance-
ments to existing 802.1 bridge specifica-
tions to satisfy the requirements of
protocols and applications in the data
center. Because existing high-performance
data centers typically comprise multiple
application-specific networks that run on
different link layer technologies (Fibre
Channel for storage and Ethernet for
network management and LAN connec-
tivity), DCB enables 802.1 bridges to be
used for the deployment of a converged
network where all applications can be run
over a single physical infrastructure.
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DCBX

Data center bridging exchange. A protocol
used by DCB devices to exchange config-
uration information with directly connected
peers. The protocol may also be used for
misconfiguration detection and for configu-
ration of the peer.

device

A target, typically a disk drive. Hardware
such as a disk drive, tape drive, printer, or
keyboard that is installed in or connected
to a system. In Fibre Channel, a target
device.

DHCP

Dynamic host configuration protocol.
Enables computers on an IP network to
extract their configuration from servers
that have information about the computer
only after it is requested.

driver

The software that interfaces between the
file system and a physical data storage
device or network media.

dynamic host configuration protocol
See DHCP.

eCore

A layer between the OS and the hardware
and firmware. It is device-specific and
OS-agnostic. When eCore code requires
OS services (for example, for memory
allocation, PCI configuration space
access, and so on) it calls an abstract OS
function that is implemented in OS-specific
layers. eCore flows may be driven by the
hardware (for example, by an interrupt) or
by the OS-specific portion of the driver (for
example, loading and unloading the load
and unload).
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EEE

Energy-efficient Ethernet. A set of
enhancements to the twisted-pair and
backplane Ethernet family of computer
networking standards that allows for less
power consumption during periods of low
data activity. The intention was to reduce
power consumption by 50 percent or more,
while retaining full compatibility with
existing equipment. The Institute of
Electrical and Electronics Engineers
(IEEE), through the IEEE 802.3az task
force, developed the standard.

EFI

Extensible firmware interface. A specifica-
tion that defines a software interface
between an operating system and platform
firmware. EFl is a replacement for the
older BIOS firmware interface present in
all IBM PC-compatible personal
computers.

energy-efficient Ethernet
See EEE.

enhanced transmission selection
See ETS.

Ethernet

The most widely used LAN technology that
transmits information between computers,
typically at speeds of 10 and 100 million
bits per second (Mbps).
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ETS

Enhanced transmission selection. A
standard that specifies the enhancement
of transmission selection to support the
allocation of bandwidth among traffic
classes. When the offered load in a traffic
class does not use its allocated bandwidth,
enhanced transmission selection allows
other traffic classes to use the available
bandwidth. The bandwidth-allocation prior-
ities coexist with strict priorities. ETS
includes managed objects to support
bandwidth allocation. For more informa-
tion, refer to:

http://ieee802.org/1/pages/802.1az.html

extensible firmware interface

See EFI.

FCoE

Fibre Channel over Ethernet. A new
technology defined by the T11 standards
body that allows traditional Fibre Channel
storage networking traffic to travel over an
Ethernet link by encapsulating Fibre
Channel frames inside Layer 2 Ethernet
frames. For more information, visit
www.fcoe.com.

Fibre Channel

A high-speed serial interface technology
that supports other higher layer protocols
such as SCSI and IP.

Fibre Channel over Ethernet

See FCoE.

file transfer protocol

See FTP.
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FTP

File transfer protocol. A standard network
protocol used to transfer files from one
host to another host over a TCP-based
network, such as the Internet. FTP is
required for out-of-band firmware uploads
that will complete faster than in-band
firmware uploads.

HBA
See Host Bus Adapter.

Hil

Human interface infrastructure. A specifi-
cation (part of UEFI 2.1) for managing use
input, localized strings, fonts, and forms,
that allows OEMs to develop graphical
interfaces for preboot configuration.

host

One or more adapters governed by a
single memory or CPU complex.

Host Bus Adapter

An adapter that connects a host system
(the computer) to other network and
storage devices.

human interface infrastructure
See HII.

IEEE

Institute of Electrical and Electronics
Engineers. An international nonprofit
organization for the advancement of
technology related to electricity.

Internet Protocol
See |IP.

Internet small computer system interface
See iSCSI.

Internet wide area RDMA protocol
See iIWARP.
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IP

Internet protocol. A method by which data
is sent from one computer to another over
the Internet. IP specifies the format of
packets, also called datagrams, and the
addressing scheme.

IQN
iISCSI qualified name. iSCSI node name
based on the initiator manufacturer and a
unique device name section.

iSCSI
Internet small computer system interface.
r Protocol that encapsulates data into IP
packets to send over Ethernet connec-
tions.

iSCSI qualified name
See IQN.

iWARP

Internet wide area RDMA protocol. A
networking protocol that implements
RDMA for efficient data transfer over IP
networks. iWARP is designed for multiple
environments, including LANs, storage
networks, data center networks, and
WAN:Ss.

jumbo frames

Large IP frames used in high-performance
networks to increase performance over
long distances. Jumbo frames generally
means 9,000 bytes for Gigabit Ethernet,
but can refer to anything over the IP MTU,
which is 1,500 bytes on an Ethernet.

large send offload
See LSO.
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Layer 2

Refers to the data link layer of the multilay-
ered communication model, Open
Systems Interconnection (OSI). The
function of the data link layer is to move
data across the physical links in a network,
where a switch redirects data messages at
the Layer 2 level using the destination
MAC address to determine the message
destination.

Link Layer Discovery Protocol
See LLDP.

LLDP

A vendor-neutral Layer 2 protocol that
allows a network device to advertise its
identity and capabilities on the local
network. This protocol supersedes propri-
etary protocols like Cisco Discovery
Protocol, Extreme Discovery Protocol, and
Nortel Discovery Protocol (also known as
SONMP).

Information gathered with LLDP is stored
in the device and can be queried using
SNMP. The topology of a LLDP-enabled
network can be discovered by crawling the
hosts and querying this database.

LSO

Large send offload. LSO Ethernet adapter
feature that allows the TCP\IP network
stack to build a large (up to 64KB) TCP
message before sending it to the adapter.
The adapter hardware segments the
message into smaller data packets
(frames) that can be sent over the wire: up
to 1,500 bytes for standard Ethernet
frames and up to 9,000 bytes for jumbo
Ethernet frames. The segmentation
process frees up the server CPU from
having to segment large TCP messages
into smaller packets that will fit inside the
supported frame size.
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maximum transmission unit
See MTU.

message signaled interrupts
See MSI, MSI-X.

MSI, MSI-X
Message signaled interrupts. One of two
PClI-defined extensions to support
message signaled interrupts (MSls), in
PCIl 2.2 and later and PCI Express. MSls
are an alternative way of generating an
interrupt through special messages that
allow emulation of a pin assertion or
deassertion.

MSI-X (defined in PCI 3.0) allows a device
to allocate any number of interrupts
between 1 and 2,048 and gives each inter-
rupt separate data and address registers.
Optional features in MSI (64-bit
addressing and interrupt masking) are
mandatory with MSI-X.

MTU

Maximum transmission unit. Refers to the
size (in bytes) of the largest packet (IP
datagram) that a specified layer of a
communications protocol can transfer.

network interface card
See NIC.

NIC

Network interface card. Computer card
installed to enable a dedicated network
connection.

NIC partitioning
See NPar.

non-volatile random access memory
See NVRAM.

non-volatile memory express
See NVMe.
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NPar

NIC partitioning. The division of a single
NIC port into multiple physical functions or
partitions, each with a user-configurable
bandwidth and personality (interface type).
Personalities include NIC, FCoE, and
iSCSI.

NVRAM

Non-volatile random access memory. A
type of memory that retains data (configu-
ration settings) even when power is
removed. You can manually configure
NVRAM settings or restore them from a
file.

NVMe

A storage access method designed for
sold-state drives (SSDs).

OFED™

OpenFabrics Enterprise Distribution. An
open source software for RDMA and
kernel bypass applications.

PCI™

Peripheral component interface. A 32-bit
local bus specification introduced by
Intel®.

PCI Express (PCle)

A third-generation 1/O standard that allows
enhanced Ethernet network performance
beyond that of the older peripheral compo-
nent interconnect (PCI) and PCI extended
(PCI-X) desktop and server slots.

QoS

Quality of service. Refers to the methods
used to prevent bottlenecks and ensure
business continuity when transmitting data
over virtual ports by setting priorities and
allocating bandwidth.
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quality of service
See QoS.

PF
Physical function.

RDMA

Remote direct memory access. The ability
for one node to write directly to the
memory of another (with address and size
semantics) over a network. This capability
is an important feature of VI networks.

reduced instruction set computer
See RISC.

remote direct memory access
See RDMA.

RISC

Reduced instruction set computer. A
computer microprocessor that performs
fewer types of computer instructions,
thereby operating at higher speeds.

RDMA over Converged Ethernet
See RoCE.

RoCE

RDMA over Converged Ethernet. A
network protocol that allows remote direct
memory access (RDMA) over a converged
or a non-converged Ethernet network.
RoCE is a link layer protocol that allows
communication between any two hosts in
the same Ethernet broadcast domain.
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SCsi

Small computer system interface. A
high-speed interface used to connect
devices, such as hard drives, CD drives,
printers, and scanners, to a computer. The
SCSI can connect many devices using a
single controller. Each device is accessed
by an individual identification number on
the SCSI controller bus.

SerDes

Serializer/deserializer. A pair of functional
blocks commonly used in high-speed
communications to compensate for limited
input/output. These blocks convert data
between serial data and parallel interfaces
in each direction.

serializer/deserializer
See SerDes.

single root input/output virtualization
See SR-I0OV.

small computer system interface
See SCSI.

SR-IOV

Single root input/output virtualization. A
specification by the PCI SIG that enables a
single PCle device to appear as multiple,
separate physical PCle devices. SR-IOV
permits isolation of PCle resources for
performance, interoperability, and
manageability.

target

The storage-device endpoint of a SCSI
session. Initiators request data from
targets. Targets are typically disk-drives,
tape-drives, or other media devices.
Typically a SCSI peripheral device is the
target but an adapter may, in some cases,
be a target. A target can contain many
LUNSs.
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Atarget is a device that responds to a
requested by an initiator (the host system).
Peripherals are targets, but for some
commands (for example, a SCSI COPY
command), the peripheral may act as an
initiator.

TCP
Transmission control protocol. A set of

rules to send data in packets over the
Internet protocol.

TCP/IP
Transmission control protocol/Internet

protocol. Basic communication language
of the Internet.

TLV

Type-length-value. Optional information

that may be encoded as an element inside

of the protocol. The type and length fields
are fixed in size (typically 1—4 bytes), and
the value field is of variable size. These
fields are used as follows:

B Type—A numeric code that indicates
the kind of field that this part of the
message represents.

B | ength—The size of the value field
(typically in bytes).

B Value—Variable-sized set of bytes that
contains data for this part of the
message.

transmission control protocol
See TCP.

transmission control protocol/Internet
protocol

See TCP/IP.

type-length-value
See TLV.
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UDP
User datagram protocol. A connectionless
transport protocol without any guarantee
of packet sequence or delivery. It functions
directly on top of IP.

UEFI
Unified extensible firmware interface. A
specification detailing an interface that
helps hand off control of the system for the
preboot environment (that is, after the
system is powered on, but before the
operating system starts) to an operating
system, such as Windows or Linux. UEFI
provides a clean interface between
operating systems and platform firmware
at boot time, and supports an architec-
ture-independent mechanism for initial-
izing add-in cards.

unified extensible firmware interface
See UEFI.

user datagram protocol
See UDP.

VF
Virtual function.

Vi

Virtual interface. An initiative for remote
direct memory access across Fibre
Channel and other communication proto-
cols. Used in clustering and messaging.

virtual interface
See VI.

virtual logical area network
See vLAN.

virtual machine
See VM.
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virtual port
See vPort.

VLAN

Virtual logical area network (LAN). A group
of hosts with a common set of require-
ments that communicate as if they were
attached to the same wire, regardless of
their physical location. Although a vLAN
has the same attributes as a physical LAN,
it allows for end stations to be grouped
together even if they are not located on the
same LAN segment. vVLANs enable
network reconfiguration through software,
instead of physically relocating devices.

VM

Virtual machine. A software implementa-
tion of a machine (computer) that executes
programs like a real machine.

vPort

Virtual port. Port number or service name
associated with one or more virtual
servers. A virtual port number should be
the same TCP or UDP port number to
which client programs expect to connect.

wake on LAN
See Wol.

WolL

Wake on LAN. An Ethernet computer
networking standard that allows a
computer to be remotely switched on or
awakened by a network message sent
usually by a simple program executed on
another computer on the network.
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